AncrpakT

MCTOPHCKHOT pa3Boj Ha BU/Ie0 CTPUMMHIOT BO JKHBO 3all0YHYBa CO I10jaBaTa Ha
Quick Time Bujgeo ¢opmaToT Ha Apple norogeH 3a BHAe0 CTPUMHHT, KO] KOWHIIMHAPA
co nojaBata Ha World Wide Web kako jaBeH cepBHuc Ha UHTepHeT, Bo 1991 roguHa, a
[MOYEeTOLMWTe Ha BHAEO0 CTPHMHHIOT M KapaKTepu3upa KJacHYHaTa KJIMEHT/cepBep
apXUTEKTypa Koja NMoKaXKyBa OrpaHH4YyBarba BO MOXKHOCTHTE 3a NOJJPILIKa Ha II0T0JIEM
6poj egHoBpeMeHH KOpWMCcHMLHM. IloToa, ce HaMeTHa HJejaTa /JeKa IP Multicast
texHosorujara Ha Deering S. et al. [1] oa 1990 roaguHa Ke bu/ie NIpUpoHaTa 3aMeHa 3a
KJIMeHT/cepBep CUCTEMUTE, HO HeJOCTAaTOKOT Ha MOJJpIIKa 3a GYHKUHOHAIHOCT O]
MOBHCOKO HHUBO, MP0BJAEMH CO MOTpebuTe 3a CKa/labUIHOCT U BbapamaTa 3a XapABEPCKH
M3MeHH BO MHTepHeT TexHoJjioTHjaTa JoBejoa [0 NpeyKH BO Hej3UHATa NMOLIKMPOKa
ynorpeba. Kako creseH 4Yekop BO pasBOjOT Ha BH/JE0 CTPUMHHI CHCTEMHTe €
BOBEYBalbeTO Ha KOHIENTOT Ha MpeXxu 3a ucnopaka Ha coapxunu (Content Delivery
Network - CDN). CDN Bo ocHOBa nmpeTcTaByBa Mpexxa Ha 1oroJjieM 6poj cepBepH KoM ce
HaoraaT Ha pasJ/IMYHH reorpadcku JOKaIlUM CO XMepapXHCKa OPraHu3upPaHOCT, HO HaKO
Ha O0BOj HayMH ce pelaBa Npo6JeMOT Ha ,rojeM 6poj KOPHCHHUHK", NpAlIakeTo Ha
BMCOKaTa lleHa ocTaHyBa HepeureHo. O/ 0BHe NIPHUYHMHHU, BO MOC/Ae/iHaTa [elleHH]a Ha
MUHATHOT BeK, 3all04Ha MHTEH3HBHO Jia ce paboTH Ha pa3B0j HA HOBA TEXHOJIOTH]a 34
BUAE0 CTPUMHHT KO0ja € eBTHH3, JIECHO Ce NPUMEeHyBa U MOXe Ja NoAAP>KyBa CTOTUIH
Wajai CHMYJTAaHU KOPHUCHMLM, U Toa CO peJaTHBHO HHUCKa IleHA Ha 3aKyIleHHUTE
ceppepu U HuTepHer Bpcku. Ce paGoTu 3a Peer-to-Peer (P2P) Texnonoruja Ha
Melyce6HO TMOBP3aHW KOPUCHUIM KOHM Bp3 ¢u3uukaTa Mpexa GopMHUpaaT JOTHYKA
MpeXka Ha alJIMKalMCcKo HUBO. MMeHo, Kaj P2P cTpUMHHI CUCTEMHUTE, CEKO] KOPHUCHHUK
(peer) oap»kyBa BPCKM €O APYrM KOPHUCHWIM M HMMa 33aja4a Ja TH IpociejyBa
N06MEeHHUTe BU/e0 NaKeTH, BO paMKHTe Ha CBOMTe crocobHocTH. OBaa kiaca Ha ,One to
Many” BH/iIe0 CTPMMHHI € JIeCHO MpUMeH/IHuBa, 6usejku P2P TexHosorujaTa He 6apa
nocebHa MOAApIIKA OJ] MOCTOEYKAaTa MpexHa HHOPACTPYKTYypa, a HCTOBPEMEHO CO
HapacHYBaH-eTO Ha CUCTEMOT OBO3MOXYBa M HapacHyBame Ha pecypcure. PZP Buzeo
CTPMMMHIOT BO >KHBO € PeJIaTUBHO HOBa Napa/iurMa Koja Moxe Jia 06e36e/i4 ucnopaka
Ha MYJTHUMEJMCKH COAPXKHHH [0 OrpoMeH 6pOj KOPMCHHMIM, HO BaKBMTE CHCTEMH CE
ylITe ce BO paHa $asa Ha pa3Boj M NOCTOjaT NoBeKe OTBOPEHHM Npallara Kou Tpeba Aa

6uaT pa3pelleHH.
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cocegcrBa. Ilokpaj Toa, cuTe mNpPeTXo/HO CIOMEHAaTH MOJeJH He BKIy4dyBaaT:
WHTEH3UTEeT Ha KOHTPOJIHUOT coobpakaj M 3aryba Ha NakeTH IIpeKy MpexHaTa
MHOPaACTPYKTYpa, @ BOEJJHO, BO JOCErallHUTe HCTPAXKyBakha He Cé HanpaBeHH aHaTH3H
Ha CUCTEMH KOH UMIIJIEMEHTHpaaT KOHTPOJ1a Ha BJIE3.

[IlpuTOAa, r/1aBHHTE LPTH KOM IO KapaKTepu3npaaT OCHOBHHOT NPH/IOHEC HA OBA
Hay4YHO UCTPaXKyBa4Ko /1€J10 Ce:

1. IlpMMeHeTHOT NpHUCTall HAa MO/JeJMpame BKJydyBa rojieM 6poj BJIe3HH
napaMeTpH KOM KakKo KOMOHHalMja He ce cpeKaBaaT BO NPeTXOJHUTE HUCTPaXyBatba,
oHOCHO: ) MpeXHa TomnoJoruja, i) AMHaMHKa Ha y4eCTBO Ha KOPHCHHIHMTE, iii
CKanabUJIHOCT, iV) IpoceyHa rojeMUHa Ha KOPHCHUYKHTE IPYIIH, V) XeTepOreHOCT Ha
NpoMycHaTa MOK Ha M3Jie3HaTa MoJaTO4YHa BPCKa Ha KOPUCHHULMTE U Vi) badepuparmse
Ha BU/EO0 MOAATOLMTE, IPH IITO 3a NPB NaT ce BKJAydYyBaatT: Vi) HHTEH3UTETOT Ha
KOHTPOJIHMOT coobpakaj, Viif) 3arybaTa Ha nakeTH NpeKy MpexHaTa HHPPACTPYKTypa
# iX) KOHTpoOJIaTa Ha BJie3 33 KOPUCHHIK CO NOMaJl TPUA0HEC.

2. H3BeneHu ce OpOjHH H3Je3HU I[apaMeTpH KOH TI0 KapaKTepH3HpaaT
0JHECyBabeTo M nepdpopmancuTe Ha P2P cucTemuTe 3a BM/JEO CTPUMHMHT, Mefy KOH:
i) omTMMa/sHaTa BpPEJHOCT 3a IpoceYyHaTa rojeMHHa Ha KOPDHCHHYKHTE TCpPYIH,
ii) onTHManHMOT KanauurteT Ha 6adeporT u iif) neppopmanHcH Ha CKaIabUIHOCTA HA
CHCTEMHUTE, Ce CIIOpPeIeHH CO IPeTXOJHUTEe HUCTPaKyBakba, J0JeKa. MaK, 3a NpBNaT Ce
W3BeJeHHU: IV) MHHUMaJIHAaTa M3jIe3Ha [PONyCHa MOK Ha CepBepoT, V) OMTHMATHUOT
UHTEH3UTeT Ha BHUJe0 IMOTOKOT 3a M3BECHM MpPEXHH YCJIOBH, Vi) BJHjaHHETO Ha
KOHTPOJIHUOT coobpakaj Bp3 nedopMaHCHTe Ha CHCTEMOT, VIl) CTENEeHH Ha Jierpainpan
cepBUC M Viil) nmepopMaHCH Ha CHUCTEM KOj NMpUMeHyBa KOHTpOJAa Ha BJe3, Kaje
JIOTIOJIHUTEJ/IHO Ce aHaJIM3UPpaHHu: iX) cpeJHHOT 6p0j Ha KOPUCHHUIM KOH YeKaaT 3a BJIE3
1 X) IPOCEYHUTE BpeMHbA Ha YEKaAbE.

3. OBa MCTpaxKyBam€ NpeTcTaByBa NpB 06K/ 3a NpUMeHa Ha GOpMaIu3MOT Ha
bAyUAHUTE cTOoXacTHYKH [leTpHeBH MpeXH 3a MOJieJIMparke Ha KPajHO CJI0XeHH EZP
BUJIe0 CTPUMHHT CHCTEMH, a BOEJHO e NMPHMEHET U HOB IPUCTAll 3a CHMYy/IHpathe Ha
[leTpHeBHUTE MPEXH CO KOPUCTEHE HA NMPOrpaMCcKH jasHK 3a CUMYJIALIMH CO AUCKPETHH
HAaCcTaHH KOH Cce 3aCHOBAaaT Ha aKTHUBHH INPOLECH.

[IlpuToa, reHepajJHHUTE 3aKJY4OLHM YKaXyBaaT JAe€Ka ONTHMa/jHaTa BPeJHOCT 3a
npoceyHaTa rojieMMHa Ha rpynurte u3HecyBa 60-120 xopucCHHMIHM, a ONTHMaJIHHHOT

kanauuTeT Ha 6adepoT e 30 cexynau. [lepdopManHcuTe Ha CKanabUAHOCTA MOKAXYBaaT




[leKa HapaCHYBaWkeTO Ha CUCTEMOT 0/1M BO IPHMJIOT HA HUBHO N0A06pyBakse, HO caMo /10
M3BeCHa TOYKa Ha NpecBpT (KOra UHTEH3HWTeTOT Ha BH/AE0 NMOTOKOT H3HeCyBa OKOJIY
0.843 oz cpeaHaTa NpoIycHa MOK Ha KOPHCHHUIIMTE), N0C/Ie Koja neppOpMaHCUTE Harao
onaraaT. MUHMMaJIHaTa NpoNycHa MOK Ha cepBepoT Tpeba Ja e J0BOJIHA [la N0/Ip>KyBa

HajMaJKy 3 KOPMCHHMIIH, @ HHTEH3UTETOT Ha BH/IE0 NOTOKOT He cMee Ja ja HaJIMHHE

ToykKaTa Ha npecBpT. HekoskyTe BOBeJleHM CTeleHH Ha JierpajilupaH CepBHC JaBaarT
no6pa moAApiuKa 3a IJIaHWpake Ha HHTEH3UTETUTE Ha BH/JEO NMOTOLHTE Kaj CUCTEMH
KOM NpUMeHyBaaT TEXHHKH Ha CKaJabWJIHO BUJe0 Koaupame. 3ak1y4yoLHTe BO 0JHOC
Ha BJIMjaHHETO Ha KOHTPOJIHMOT coobpakaj MoKaKyBaaT Jeka TOAa € He3Ha4YMTeJHO
(ocBeH 3a eKCTPeMHO roJIeMH I'PYIM), ITO PeTcTaByBa jobpa 0CHOBa 3a JleQHHHPabe
Ha KOHTpoOJieH coobpakaj 6e3 mnorojieMH peCTpPHMKUMH. EfeH o HajuHTepecHHTe
3aKJy4YOIlM Joalfa o/ aHaju3aTa Ha CHMCTEM KOj NpHMMeHyBa KOHTpOJIa Ha BJie3 3a
KOPUCHMLM CO INOMaja MpHJOHeC, Kaje He ce 3abesieXkyBa Ppe4YUCH HHUKAKBO
nogobpyBame Ha neppopmaHcuTe Ha cucreMoT. EfuHcTBeHUTe mnopobpysama ce
HaoraaT AJaboKO BO PErMOHOT Ha HeJ0BOJIEH KamauuTeT (OJHOCHO COCTOjOM Kora
CHCTEMOT BO roJieMa Mepa ja Ha/IMMHyBa TOYKaTa Ha NPEeCcBpPT), Ma 3aToa HeMaar
KOPHUCHO 3Havewe. TOKMY nopajy Toa, NPpMMeHaTa Ha KOHTPOJIa Ha BJe3 HMa CaMo
HeraTUBHO BJIMjaHHe Bp3 nepdopmMaHcuTe HA P2P B0 CTPUMHUHT CHCTEMOT, LITO Ce
MOKaXKyBa M 0J1 aHAJIM3UTE Ha CPeJHHOT 6pOj Ha KOPHUCHHMIH KOH 1YeKaaT 3a BJIe3 W
aHaJIM3UTe Ha HUBHUTE BpeMHba Ha YeKame.

Cé Ha cé, MoJeJIOT OBO3MOJKYBa COJIM/IHA MpOIleHKa Ha nepdopMaHCHTE Ha e/leH
P2P cucTeM 3a BU/e0 NpeHoc U obe36e/lyBa 3HAa4YajHU CO3HAHHU]A 3a OJHECYBAaWETO HA
CHCTEMOT KOM MOXAT /Ja ce ynoTpebar 3a HU3a NpejBH/yBatba NpPH JU3ajHHparbe H

pa3Boj Ha allJIMKaLMKU OJ1 BAKOB THIIL.

Knyunu 360poBM Mojgenupame, [leppopmaHcu, Buaeo CTPUMHHT BO XKHBO, Peer-to-
Peer, Mpexu oj pesoBu Ha 4vekawe, PnyuaHu croxacTuykd IleTpueBH MpexH,
CUMyJIallMUH CO JUCKPETHH HaCTaHH




Abstract

The historical development of video streaming technologies begins with the
development of Apple’s Quick Time video format, suitable for streaming media, which
coincides with the development of World Wide Web as a public Internet service, in 1991.
At first, video streaming was characterized by the classical client/server architecture
that exhibits limitations in its capabilities to support large number of concurrent users.
Hence, in the early '90s it was expected that IP Multicast (Deering S. et al. [1]) will be the
natural technology to replace the client/server systems and satisfy the requirements of
large number of users with lower cost. However, lack of support for functionality of
higher level, scalability issues and requirements for hardware Internet technology
changes have prevented its wider deployment. As a further step in the development of
streaming systems is the concept of Content Delivery Networks (CDN). In is basics, CDN
is a network of larger number of hierachicaly organized servers that are distributed over
distinct geographic locations. But, eventhough these CDN provide solutions to the
problem of “large number of clients”, the question of high prices remains unamended.
For these reasons, in the last decade, the science community began to work in the field
of new approach for Internet video streaming by the use of Peer-to-Peer (P2P)
networking technologies. In this paradigm every user (peer, node) maintains
connections with other peers and forms an application level logical network on top of
the physical network. Video stream originates at a source and every peer acts as a client,
as well as a server, forwarding the received video packets to the next peer. P2P logical
networks are used to deliver video without the need of broadband server connections.
This class of “One to Many” video streaming is easy to deploy because P2P technology
does not require network infrastructure support and offers scalability of resources
having peers act as clients or servers, leading to small bandwidth server being able to
transmit video to hundreds of thousands of users. P2P networks offer huge economic
benefit in deploying and managing IP video streaming, but bring a lot of open issues and
research challenges that need to be tackled. Besides the existing numerous applications,
P2P video streaming systems are still in their early stages.

During this research, two key facts were highly noticeable. First, there is large
number of existing P2P live streaming systems that are already deployed and exhibit

substantial results. Second, since these systems are relatively new, very limited number




of research activities (analytical and/or simulation) has been directed toward modeling
and performance analysis of P2P live streaming systems, that would provide an
adequate evaluation of their behavior. Considering the fact that the modeling and
performance evaluation is a key element in the process of development of real systems,
it is only natural that P2P live streaming systems require deeper elaboration of their
characteristics and more adequate performance evaluations.

Inspired by the fore mentioned conclusions, this research is concentrated on the
development of several performance evaluation models of P2P video streaming systems,
by the use of Fluid Stochastic Petri Nets (FSPN) methodology. Besides, as a second part
of the solution, a comparable Queuing Network (QN) model is also developed, which
leads to formation of a hybrid modeling approach. Hybrid modeling approaches are
widely used in the field of performance analysis when more systematic analyses are
required, where different modeling formalisms and solution methods are combined in
order to exploit their complementary strengths. Hence, this research method provides
performance evaluations of P2P live video streaming systems in respect to several input
and output parameters that are not considered in the previous researches, thus
considerable contribution in the field of P2P systems is yielded.

From the existing related researches, the models in [64-70] are not applicable for
analyses of P2P live video streming systems, because they are created for performance
analyses of P2P file sharing systems [64-67], or Video on Demand systems [68-70].
Concerning the models that evaluate the performance of P2P live video streaming
systems [71-78] it must be pointed out that most of them tend to omit some of the
essential characteristics of the behavior of P2P systems for live video streaming. Hence,
the models in [71,72, 76, 78] do not consider peer churn, while the models in [73, 74,
76, 78] do not take the buffering of video data into account. Likewise, the models in [71,
72] do not consider the heterogeneity of peers’ upload bandwidth. Two of these models
(Kumar R. et al. [75] u Feng C. et al. [77]) are more detailed ones, but they do not
consider the organization of the peers in groups or neighborhoods. Besides, all
previously mentioned models do not consider: control traffic overhead, Internet traffic
packet loss and implementation of admission control for lower contributing peers.

Therefore, the general guidelines that characterize the main contributions of this

research can be summarized as:




1. This modeling approach includes large number of input parameters that as a
combination cannot be found in the previous researches, such as: i) network topology,
iif) peer churn, iif) scalability, iv) average group size, v) peer’'s upload bandwidth
heterogeneity and vi) video buffering, while for the first time accounts for: vii) control
traffic overhead, viii) Internet traffic packet loss and ix) admission control for lower
contributing peers.

2. Lots of output parameters that characterize the behavior of P2P live video
streaming systems are derived, among which: i) optimal value for the average group
size, if) optimal buffer capacity and iii) performance of the system in respect to its size
are compared with the conclusions of previous related researches, while for the first
time introducing: iv) minimum required server upload bandwidth, v) optimal video rate
for certain network conditions, vi) influence of the control traffic overhead, vii) degrees
of degraded service and viii) performance evaluation of a system that implements
admission control, where the analyzed aspects include: ix) average number of peers that
are forced to wait, and x) average waiting times.

3. This is a first effort to evaluate the performance of highly complex P2P live video
streaming systems using the formalism of fluid stochastic Petri nets, while for the first
time a novel method for simulation of FSPN is engaged, as well. Moreover, this research
also represents a first effort to conjointly use FSPN and QN in a hybrid modeling
approach for performance analysis of P2P live video streaming systems.

Hence, the general conclusions imply that the optimum peer group size is arroud
60 to 120 peers and the optimal buffer size is 30 seconds of video data. Analyses of the
system'’s scalability indicate that the system scaling improves the performance, but only
to a certain point (switch-point), after which the performance curve steeply declines. In
addition, to fully benefit from the implemented buffer, the source (streaming server)
upload bandwidth should be sufficient to support at least 3 peers, and the video rate
should be carefully set with consideration of the switch-point. The introduced degrees of
degraded service provide solid support for separate sub-streams rates definition, when
some scalable video coding technique is used. Regarding the influence of the control
traffic overhead it can be inferred that control traffic has negligible influence (except for
extremely large peer groups) which suggests that no larger restrictions on the control
rate should be applied. Fairly, the performance analysis of system that implements

admission control gains one of the most interesting results. Namely, the charts show that




the performance gains almost no benefit with the introduction of admission control and
only slight improvement can be regarded in the region of deep undercapacity (i.e when
the system operates far beyond the switch-point), which has no valuable meaning.
Therefore it can be concluded that admission control does not bring any improvement
to the system’s performance and only lowers the quality of offered services, which can
be inferred from the analyses of the average number of peers forced to wait, as well as
their average waiting times.

All in all, the model provides substantial performance evaluations of P2P live video
streaming systems and brings considerable information about the behavior of such
systems that can be used in a number of predictions in the process of planning and

development of this type of systems.

Keywords Modeling, Performance, Live video streaming, Peer-to-Peer, Queuing
networks, Fluid Stochastic Petri Nets, Discrete-event simulations
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