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Preface

This conference was being held for the eleventh Ɵ me in the end of September, 
2017 in the Faculty of MathemaƟ cs and InformaƟ cs in Sofi a, Bulgaria. It is 
supported by the Science Fund of the University of Sofi a “St. Kliment Ohridski” 
and by the Bulgarian Chapter of the AssociaƟ on for InformaƟ on Systems (BulAIS). 

Total number of papers submiƩ ed for parƟ cipaƟ on in ISGT’2017 was 23. They 
undergo the due selecƟ on by at least two members of the Program CommiƩ ee. 
This book comprises 15 papers of 13 Bulgarian and 13 foreign authors. The 
conference papers are available also on the ISGT web page hƩ p://isgt.fmi.uni-
sofi a.bg/ (under «Previous conferences» tab). 

Responsibility for the accuracy of all statements in each peer-reviewed paper 
rests solely with the author(s). Permission is granted to photocopy or refer to 
any part of this book for personal or academic use providing credit is given to the 
conference and to the authors. 

The editors
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Abstract. During the last two decades the researchers and practitioners in 
Information Systems (IS) area are constantly challenged by the changes in IT and 
the increasing role of information systems for the organizations. Also the education 
in this area is changed to refl ect these challenges. Several curricula for graduate 
and undergraduate IS programs have been developed recently: IS 2002 and 
IS 2010 for undergraduate level and MSIS 2006 and 2016 for master students. 
Every curriculum tries to refl ect the most challenging aspects of time. But also 
every curriculum requires a strong fundament in the area. Along with technical 
skills and knowledge in the fi eld behavioral skills are no less important. In this 
paper we explore how behavior competencies are refl ected in the curricula. We also 
present some other visions on the topic - the PMI view. Based on this study some 
conclusions are done and some recommendations are proposed.

Keywords: Information Systems, IS curriculum, MSIS curriculum, competencies, 
behavior competencies

1. Introduction

During the last two decades the researchers, educators and practitioners in IS area 
have been seriously challenged by the chang    es taking place in IT on several fronts. 
First across organizations the role of information technology and information 
systems in organizations continues to be very prominent. Additionally, due to the 
emergence of various digital innovations, such as apps on mobile devices,  that 
provide services, and Internet of Things (IoT) technology, organizations are under 
constant pressure to change and innovate.  This is where a new role, the Innovative 
IS Project Manager has started to emerge. For example, in the banking sector, the 
IS project manager might be asked to manage an initiative to reduce dependency 
of human bank tellers that support banking transactions such as deposit checks 
or transfer funds. The IS manager has to strategically describe how an IT project 
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involving mobile applications can improve customer satisfaction by 10% as well 
as deliver a quality product that does away with human operators. According to 
Gallagher [12], in this model, the project manager is part tactician—responsible 
for executing the scope of work in the time frame given—and part strategist, 
responsible for interpreting the business strategy, assessing feasibility of the 
objective, recommending and/or innovating a solution, formulating a scope of 
work, and executing the IT project. Additionally, in this model, the IT project 
manager plays a critical role in identifying a series of projects that provide benefi ts 
and then managing them. Education in both IS and Project Management (PM) has 
to change and refl ect the new reality. As such several curricula for graduate and 
undergraduate IS programs have been developed recently, our paper will describe 
such changes so that educators can benefi t from them.  

The role of the prominent Association for Computing Machinery (ACM) 
needs to be acknowledged here The fi rst ACM recommendations for IS curricula 
appeared in 1972, this was a modest start for IS curriculum.  Several curricula in 
the recent years in particular – IS 2002 and IS 2010 for undergraduate level and 
MSIS 2006 and MSIS 2016 for master students are now fi lling a critical niche. 

The IS curricula are result of the collaboration efforts of ACM and AIS 
(Association for Information Systems). The latest guidelines MSIS 2016 Global 
Competency Model for Graduate Degree Programs in Information Systems is 
truly exciting. Unlike its predecessors, which focussed on courses and modules, 
MSIS 2016 allows one to map curriculum with competencies. 

In this paper we restrict our research and analysis to explore how behavioral 
competencies are refl ected in the IS curricula. We also present another view on 
the topic - Project Management  Curriculum Guidelines sponsored by the Project 
Management Institute (PMI). Finally,  we give some recommendations from our 
analysis of these curricula and other sources [7, 12, 13]. 

2. Curricula and Guidelines in IS area 

Since the early 2000 curricula in the IS area is jointly sponsored by ACM and 
AIS.  This curricula represents the voluntary effort of numerous individuals, 
including faculty, practitioners and other stakeholders. This effort is grounded 
in the expected requirements for competencies from the industry and integrates 
the views of various organizations employing IS graduates [9]. The revisions of 
the IS curricula are usually spurred by different motivating factors: the Internet, 
IS accreditation movement, globalization, etc. Nowadays cloud computing, Big 
data and agile development  provide opportunities but also pose new challenges 
for IS graduates.  
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2.1   IS 2002 Curriculum

The IS2002 curriculum was developed around several core dimensions of the IS 
professionals skills [2]:

 understanding the role of IS  - a broad business and real world perspective
 technical skills – IS development, deployment and management
 strong analytical and critical thinking skills 
 interpersonal skills (communication and team working skills).

Fig.1. IS 2002 Graduate Exit Characteristics Categorization 
Source: [2]

In Figure 1 we illustrate the key domains such as Analytical & Critical 
Thinking, and Technology competencies. In this curriculum for the fi rst time 
Project Management competencies are recommended This came about after a 
review of more than 63 programs – and many of them highlighted the importance 
of IT or Software Project competencies for IS graduates. Key issues underscored 
in the research were ability to lead software projects, work in teams, manage 
confl ict, communicate & report results in a timely manner to stakeholders.  This 
guideline specifi ed 10 unique courses which one could adopt as is for teaching 
purposes.

2.2   MSIS 2006 Curriculum

The MSIS 2006 Model Curriculum and Guidelines for Graduate Degree Programs 
in Information Systems includes detailed descriptions for a set courses. For each 
course a name and course descriptions were presented [3]. 
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Fig. 2. MSIS 2006 –Skills, Knowledge, and Values 
Source: [3]

The goals of the MSIS 2006 programs was described in the curriculum 
guidelines as follows [3]:  

Students graduating from the MSIS program should be prepared to provide 
leadership in the Information Systems fi eld and will possess the following skills, 
knowledge, and values upon graduation:

• A core of IS management and technology knowledge
• Integration of IS and business foundations
• Broad business and real world perspective
• Communication, interpersonal, and team skills
• Analytical and critical thinking skills
• Specifi c skills leading to a career.

Several career paths are suggested such as software development, data    
administration, systems integration, data communication, managing sourcing 
and global projects and project management. The guidelines communicated that 
with some customization, individual schools and departments can specialize their 
program offering in areas recommended above. 
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2.3 IS 2010 Curriculum

IS 2010 Curriculum represented the third collaborative effort by ACM and AIS 
[8]. It revised the earlier curricula, by providing more details on the learning 
outcome expectations for IS graduates [8,9]. 

Fig. 3.  IS 2010 - High Level Curriculum Topics 
Source: [9]

In addition, a set of seven courses was proposed as a core for all Information 
Systems Programs. These courses identify the specifi c content that defi nes 
information systems. See Figure 4 for the list of courses and their dependencies/
pre-requisities.

Fig. 4.  IS 2010 Core Topics
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Also a list of elective courses was included to extend the coverage provided 
by basic ones [1]. This guideline enhanced the careertracks based on groupings 
of electives. For example, if an institution was keen to offer a MS in IT Project 
Management, they would modify the curriculum as needed by adding two 
additional specialization courses in software PM.  In this manner an institution 
can develop programs based on local market interest and faculty strengths.

2.4 MSIS 2016 Curriculum 

The last updates in IS area are refl ected in the MSIS 2016 Global Competency 
Model for Graduate Degree Programs. Unlike the previous ones, this curriculum 
focuses on IS competencies rather than just prescribing a list of courses and 
knowledge areas [10,11].     

Fig.5. MSIS 2016 - High Level Realms 
Source: [11]

According to this curriculum, an MSIS program should develop competencies 
within the next several subjects [10]: 

 Computing Competencies
 IS Management Competencies
 Individual Foundational Competencies
 Domain Competencies.

The nine MSIS 2016 core Computing/IS Management competency areas are: 
Business Continuity and Information Assurance;  Data, Information, and Content 
Management; Enterprise Architecture; Ethics, Impacts, and Sustainability;  
Innovation, Organizational Change, and Entrepreneurship; IS Management 
and Operations;  IS Strategy and Governance; IT Infrastructure; and Systems 
Development and Deployment [11].  

With focus on Innovation, Organizational Change, and Entrepreneurship the 
curriculum is fresh enough to prepare students for the digital economy. Students 



13

can learn new business models such as what we have seen from the likes of 
UBER and AirBnB and their impact on organizations.

MSIS 2016 also recognizes that there are other disciplines and industry 
domains that might benefi t from MSIS curriculum. The earlier curricula assumed 
that the primary clientele is Business Schools and Information Systems or 
Computer Information Systems (CIS) departments.  2016 explicitly recognizes 
that business is not the only area of interest for the IS domain. For example, 
health informatics can now be accommodated in the new curriculum guideline.

3. Behavior Competencies in Curriulum Frameworks

In MSIS 2016, the model specifi es a set of prerequisite competencies. Some of 
these competencies, like technical competencies, are included into the competency 
areas and specifi ed for MSIS graduates. Additionally it is expected that a lot of 
technical competencies will be inherited from the previous, undergraduate level 
course work by students. 

Let us address the soft skills competencies supported in the MSIS 2016. For 
instance, collaboration and team work are important. 

With regards to individual foundational competencies, there are no specifi c 
recommendations. It is assumed that the students will have some level of ability 
in communication (oral and written), as well in leadership, collaboration, 
negotiation, etc. [11]. However, the guidelines references and recommnds the 
following attributes based on Stevens and Campion [13] for teamwork:

1) confl ict resolution
2) collaborative problem solving
3) communication
4) goal setting and performance management
5) planning and task coordination.

To note, the MSIS 2016 Global Competency Model for Graduate Degree 
Programs in Information Systems includes individual foundational competencies 
as a major area in the IS education, but it does not explain how students will 
acquire them. Instead, it references European e-Competence Framework, where  
a fl uid  list of 88 examples of competency is discussed.

Nevertheless, the IS guidelines are not suffi ciently detailed about the 
competency areas in project management (PM), some examples of competency 
that pertain to PM areas could be used [5]: Managing IS projects and programs, 
Managing IS project portfolios and Managing IS development projects. 

For these three areas the Knowledge Modules (KMs) in the behavioral 
domains may be implemented into the IS curricula:

 Plan, Distribute, and Manage Project Communications
 Project Team Building and Motivating
 Project Leadership
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 Identifying and Engaging Stakeholders
 Project Organization and Context
 Managing Global Projects
 Virtual Project Management
 Ethics and Professionalism

Each KM further could be detailed into ten knowledge topics and three 
learning outcomes. Instructors can embed them into the courses as needed, using 
different approaches [4,6].  

If faculty are keen to provide comprehensive strengths in these domains we 
strongly recommend that the curriculum designers download a valuable exemplar 
course available for free to academic at http://www.pmiteachorg. The details of 
PM competencies can be found in the course PM-2: Project Teams, Leadership, 
and Communications (Task Force on PM Curricula (2017) [14]). The students 
studying the recommended topics will be able to:

1. Describe how project purpose, organizational structure, culture, roles, and 
knowledge management impact their ability to lead a project team.

2. Identify, recognize, and engage both internal and external project 
stakeholders.

3. Explain roles of team members and how they contribute to projects, and 
apply an understanding of self in how they relate to teams.

4. Apply knowledge of team building, operation, and behavior, considering 
factors that infl uence effectiveness for all types of teams, including those that are 
virtual and global.

5. Identify and apply an appropriate communication strategy for a given 
situation.

6. Analyze power dynamics and organizational politics, and suggest confl ict 
management and negotiation techniques relevant to the project.

7. Apply critical and innovative thinking skills to improve their own, and 
others’, decision-making processes within projects.

8. Describe and relate basic leadership principles and processes to address 
leadership issues and to remove obstacles in the project environment.

9. Describe the organizational change management process and encourage 
behavior to maximize project success.

10. Describe underlying ethical principles, which should be applied to 
managing projects, and demonstrate ethical sensitivity for a given situation.

4. Challenges and Opportunities

In the light of the above enhancements to information systems and project 
management curricula, let us examine some challenges and opportunities. First,  
there is a little opportunity to continue to introduce new dedicated courses dealing 
with behavioral competencies in most computer science and information systems 
curricula as noted in [6]. Given an opportunity to introduce new courses, IS faculty 
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would prefer to integrate courses such as cybersecurity or data analytics into their 
program. So even though we wish a course like PM-2 becomes mandatory in IS 
curriculum, we are not optimistic it will happen in most programs. 

However, there is a trend towards modularization in curriculum design 
these days. For instance, at MIT (see http://news.mit.edu/2014/future-of-mit-
education-0804), the task force championed by the president lays down the 
following vision:

“The MIT education of the future is likely to be more global in its orientation 
and engagement, more modular and fl exible in its offerings, and more open to 
experiments with new modes of learning …… the report suggests that students 
are focused more on learning certain elements of a class and less on completing 
what has traditionally been considered a module or unit of learning.”

Such modularization might provide unique opportunities from two 
perspectives. First, it is possible that larger courses and entire programs will be 
chunked in a fl exible manner. If so, there will certainly be room to introduce 
units such as Plan, Distribute, and Manage Project Communications and Project 
Leadership into an information systems program. Second, entire programs might 
be compressed and a fully dedicated course dealing with behavioral competencies 
might be introduced.

Finally, let us the consider the opportunity, that all most all information 
systems curricula have one or more courses that support term papers, capstone 
projects which are project driven. In most such cases students have to work in 
teams towards some real-world tangible deliverable. We strongly recommend 
that all such courses should embed the fundamentals of behavioral competencies. 
It is desirable to have our students successfully completing external projects, 
and keeping the external stakeholders who provide IS projects for the teams 
satisfi ed. One way to assure that is to make sure that the students are competent 
at communications, leadership and stakeholder engagement.

5. Conclusion

The Information Systems curricula have constantly evolved over the years in 
a positive maner. The different revisions refl ect the challenges of the changing 
technologies and the needs of the industry and how faculty globally are reacting 
by responding to changes. The MSIS 2016 is a very fl exible competency based 
guideline, which is very valuable for many institutions in many different academic 
units ranging from business and computer science to health sciences. 

In this paper we have highlighted a key concern about focusing only on 
technological trends and skills of the IS graduates. The curriculum needs to 
address how we can develop behavioural competencies of students.  IS students 
will be working in teams, and leading transformative projects.  We addressed 
how some of these aspects were refl ected in the latest IS curricula. We also 
gave a short analysis how the PM-2 curriculum guideline can be invaluable and 
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we recommend using elements from this standard as well.   Our next research 
focus is to describe how the MIT framework approach or PM-2 approach can be 
integrated with MIS 2016 to develop a useful curriculum.

Acknowledgment. This paper is supported by Sofi a University “St. Kliment 
Ohridski” SRF under Contract 80-10-119/2017.
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Abstract Black Swan Events or Low Probability High Impact Events (LoPHIEs), 
like wildfi res, earthquakes and volcanic eruptions have signifi cant implications 
to hospitality and travel industry; a vivid demonstration of the complexity of 
interconnections between organizational units involved in or affected by LoPHIEs 
is outlined in this paper through a case study. Appropriate preparations for 
hospitality and travel SMES to handle such events are identifi ed and implemented 
through a purpose specifi c information system. To design this platform we followed 
a requirements analysis methodology. The main elements from the implementation 
of this platform have also been included whereas elements of an initial usability 
evaluation have also been presented. 

Keywords: Black Swan Events, Hospitality, Platform Application.

1 Introduction and Research Background

Black Swan Events or Low Probability High Impact Events (LoPHIEs), 
which include crises, disasters or emergencies, have signifi cant implications 
upon the operation of involved and affected organizations (Hergert, 2004); the 
hospitality and tourism industry is directly affected by LoPHIEs. Wildfi res, earth-
quakes and volcanic eruptions demonstrate the complexity of interconnections 
between organizations involved in or affected by LoPHIEs. Appropriate prepara-
tions to such events may make the difference between a major disruption of op-
erations in the affected organizations or their resilience and survival (Coombs & 
Holladay 2010; Halder, 2015). Organizations’ preparedness to LoPHIEs is usual-
ly distinguished into three phases, namely methods that prepare the organization 
BEFORE the event; methods that are initiated DURING the event to limit dam-
age and methods that examine the aftermaths (Bernstein, 2011; Coombs 2007; 
Coombs & Holladay, 2010).

Such approaches exhibit some fundamental limitations (Diakou and Kokki-
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naki 2013). The most common limitation in these approaches is the biases raised 
in judgment or decision making that usually have a huge impact in the quantifi ca-
tion of probability, uncertainty and risk (e.g. Armstrong, 2006; Berg et al., 2009; 
Fildes et al., 2009; Goodwin & Wright, 2010; Jakoubi & Tjoa, 2007; Onkal & 
Gonul, 2005; Pennock et al., 2001). This proved to be especially important when 
an event occurs and has an impact to a specifi c business sector for example the 
travel industry. Consequently, we need to understand the procedures and needs of 
this sector and how do they currently respond to possible crises like the eruption 
of Eyjafjallajökull in Iceland. 

The paper is structured as follows: Section 2 will describe the requirements 
analysis methodology for designing the online platform for black swan events 
management, section 3 will give information and description of the online plat-
form and section 4 will provide an initial usability evaluation of the platform. 
Section 5 will conclude this paper.

2 Methodological Procedure for Requirements Analysis

The purpose of this study was to understand how a company in the hospitality 
and tourism industry handles the effects of LoPHIEs and through this to identify 
the requirements for a web information system that can be used in such situations 
from small businesses in the tourism industry and specifi cally tourist accommo-
dation. 

We followed a qualitative approach that involved semi-structured interviews 
with different people working in the company to understand what they know 
about Black Swan events and what measures the company took when they had to 
deal with such an event in past.

This empirical research was performed at a company in Europe, specializing 
in tourist lodging and accommodation services. One of the basic services of the 
company is its customer service and support, available in over 40 languages, 
along with support in the hotel/accommodation owners who are using the plat-
form in a daily basis for updating accommodation availability. The company is 
showing rapid growth in recent years in response to serving travellers and accom-
modation providing companies, as well as its continuous optimization on-line 
platform to better serve their users.

The choice of this company was based on its worldwide impact and its active 
presence on one of the biggest Black Swan Events. It also combines experienced 
staff in both technology and administration. All the above in combined with the 
easy access we had to this company led to its choice as an environment of our 
research.
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2.1 Instruments and Procedures

To select the sample of employees from the aforementioned who would be 
involved in the survey, a sampling frame was created based on specifi c criteria. 
These predetermined criteria are intended to give us as accurate results as pos-
sible:

More specifi cally, the introduction of the above criteria includes:
Employment time: depending on how long they are working in the compa-

ny and have faced different events that they could be considered as “Black Swan” 
events. So, they can report/outline these events and analyze what they themselves 
perceive as more important.

Field of Specialization: the specialization of each employee is of great 
importance for how perceives, events and what information he can provide on 
“Black Swan” events.

Department: the department to which the employee belongs gives us in-
formation about the collective reaction of the department to that event. Also, for 
the changes that have been applied to that department for addressing Black Swan 
phenomena in the future. 

The sample of the research is targeted and very carefully selected to be able 
to provide answers to the questions of this research. This approach helped to col-
lect information about what is considered a “Black Swan” event in different parts 
of the company and to triangulate the collected data within the company’s various 
departments. According to the criteria established, the sample of the survey is 
presented to the table below.

Table 1 Interviews undertaken with employees

Code No. Position/Department Position/Department 
During the event

Employment 
time 

E1 Senior Coordinator / Market-
ing

Global Support Coordina-
tor / Hotels Department

6

E2 Global PR Coordinator / Per-
sonal relationships

Content Editor / Content 
Department

5

E3 Team Leader Long Tail Sup-
port / Strategic Partnerships

Project manager / Cus-
tomer Support

11

E4 Account Manager XML / IT Senior Customer Care / 
Customer Support

10

E5 Senior Team Leader/ IT Back-end Developer / IT 10
E6 Product Owner / Marketing Technical Coordinator / 

Strategic Partnerships
8

After we selected the sample for this research we followed a procedure 
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mandatory for complying with the ethical considerations of the research and the 
procedure of the company. Firstly, we informed the human resource department 
that provided the primary investigator with the permission to perform the study 
within the company and using the specifi c sample. Then the selected employees 
have been invited via email to participate in the study, provided them with details 
about the purpose of the study, the procedures that would be followed, and the du-
ration of the interviews, and asked their permission for using a recording device 
during the interview. Most of the participants agreed to the interview recordings 
and for those who did not agree only transcripts were used. 

2.2 Case Study - Eyjafjallajökull Volcano Eruption

This section aims to present the fi ndings of the primary data collection phase 
conducted at a well-known accommodation provider company regarding “Black 
Swan” events. More specifi cally, the section provides a description and analysis 
of the data collected through interviews with the employees of the company re-
garding their perception of which events are considered as “Black Swan” events, 
who are called to deal with these events upon their occurrence, how the corpora-
tion reacts to them and fi nally how its organizational structures can be affected. 

The sample of this study has been selected in such a way as to effectively 
achieve disparity across different departments within the company and respon-
sibilities of the employees. The objective was to collect as much information 
as possible about what is considered as a “Black Swan” event, from different 
sections of the company. Initially we needed to investigate the familiarity of the 
participants and employees in the company with Black Swan events and their 
experiences with such events.

Through the analysis of the data gathered, it can be concluded that only 
one employee in the company was familiar with the term ‘’Black Swan’’ when 
describing an event. In the course of the interviews however, it turned out that 
while there have been several events experienced by the employees that meet the 
characteristics of Black Swan events, the term is not used within the company to 
describe them. During the interviews, most of the respondents reported different 
events that occurred during the time of their employment in the company and had 
the characteristics of a black swan. After free and open communication between 
the researcher and the respondents, the eruption of the Icelandic volcano, Eyja f-
jallajökull, which took place in March 2010, was considered as a representative 
example of a black swan event that most of the employees were familiar with, 
consequently, it was selected for further analysis.

The eruption of the Eyjafjallajökull volcano led to the gradual closure of 
Europe’s airspace for six days in order to avoid airplane crashes. European cities 
were therefore left with closed airports and all passengers traveling to destina-
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tions outside Europe, with intermediate stops at European airports, were also af-
fected. Based on statistics, it is estimated that the event affected 105,000 fl ights in 
total and 7 million passengers in many different countries for almost one month 
(21 March to 24 April). In addition, the economic impact of the volcanic eruption 
was extremely high, causing loses amounting to $ 5 billion due to airspace clo-
sure, tourism revenue and productivity decline. Based on estimations, the explo-
sion caused damages on insured property amounting to $98 million, ranking it as 
the sixth most devastating explosion. 

2.2.1 Implications of the event 

As expected, such an event affected the industry stakeholders (customers 
and hospitality providers), as well as intermediators between hotel tenants and 
hoteliers. According to respondents, the crisis that the company had to deal with 
is summarized in the following points:

• Large number of accommodation cancellations by passengers who could 
not reach their destination.

• Passengers who had to extend their accommodation stay due to the clo-
sure of airports.

• Company employees who could not return to their base.
As a result of the above, the number of requests for amendments and cancel-

lation of reservations increased dramatically. Initially, the Customer Service De-
partment was the division directly affected by the situation, due to the insuffi cient 
number of employees to manage effectively the signifi cant increase in the call 
volume and online requests. However, as the LoPHIE unfolded it became clear 
that all organizational units have been affected as outlined in the sequel.

2.2.2 Addressing the event

Based on the Eyjafjallajökull volcano eruption, the following sub-sections 
describe a series of actions for addressing the event, as emerged through inter-
views with company employees and aim to form the foundations of a consoli-
dated action plan for dealing with Black Swan events within the tourism industry.

2.2.3 Impact Group

In this chaotic situation, action was required to achieve stabilization and 
resolution of problems ineffi cient manner. As respondents reported, one of the 
fi rst steps taken was the setup of an impact group for coordinating actions and 
regulating the situation both internally and externally. This group was attended 
by individuals from each department. From an organizational point of view, the 
impact group consisted of people who either had management posts, or acted as 
project managers, or were team leaders or technicians. 
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The way the impact team worked was critical for decision-making. Group 
meetings were scheduled every two hours (approximately) during the day. In-
itially, each unit represented in the impact group provided information on the 
evolution of the events, the problems they were facing and what they had been 
successfully resolved. Then, there was an open discussion and effort to solve 
problems using brainstorming.

It is noteworthy that the company maintained a powerful IT department that 
could provide solutions to address this crisis by building new components in 
IT systems. That is why the participation of computer technology in the impact 
group meetings was critical for several reasons. Indicatively, they could respond 
at the same time to what confi gurations are feasible, how long they thought it 
was needed for implementing those confi gurations, and to suggest a different ap-
proach if they felt it necessary.

Subsequently, the participants in the impact group communicated the deci-
sions taken to the other employees of the departments by summoning brief meet-
ings and sending emails. The procedure described above was repeated until a 
relative stability occurred.

2.2.4 First line of communication

One of the decisions taken by the impact group was the establishment of an 
emergency communication line; representatives handling calls through this line 
undertake the decision if the issue presented is trivial and proceed with its address 
or it presents complications. In the latter case, it is forwarded to another dedicated 
communication owed. All personnel were updated and asked if they wanted to 
join the emergency communication line. The second line of communication was 
handled by employees in the Customer Service department. 

Until the instantiation of this specifi c LoPHIE, only customer service em-
ployees were trained on the procedures to be followed in emergency situations. In 
order to gain competencies addressing customers’ requests effectively one ought 
to attend a thorough training session which lasted a month. Due to time shortage, 
the Personnel Training Department had to reconsider and parameterize the edu-
cational material focusing only on typical procedures and create short intensive 
training seminars for employees serving the front-end emergency line of com-
munication. 

For optimal implementation of the emergency line initiative, in-house chat 
rooms were created, where employees could ask for clarifi cations about the case 
they had to handle from more experienced personnel. This enabled the speedy ex-
change of formal and tacit knowledge between novice and experience customer 
representatives. In addition, call tracking systems were further developed in the 
company’s call centre and record the volume of calls received by each group. 
This made it easier to locate overloaded support lines and call forwarding could 
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be then assumed. During this event all employees involved in resolving and re-
storing stability had to work overtime. 

2.2.5 Extending Customer Service

Despite the immediate mobilization of the company to help the customer 
service department, the volume of requests was too high and additional measures 
were needed to cope with the emergency. The company made mass recruitment 
for the Customer Service department. Within one day, 100 people were recruited, 
with a monthly contract and started to work the next day. To enable the newly 
recruited employees, handle their duties on the next day, the Personnel Training 
Department created a second round of high-speed training seminars. One of the 
objectives of the high-speed training seminars, was also to enable them to under-
stand the philosophy of the company before taking part in the crisis management.

2.2.6 Negotiations with hotels

A special weight in the management of this crisis was the negotiations that 
took place with the hotels regarding cancellation of reservations made through 
the company’s website without any cancellation costs. An excellent cooperation 
between hotels and the company has been reported, with no intention of exploit-
ing the situation. In most cases, cancellations were made free of charge and where 
this was not possible; hoteliers offered the tenants the option of rescheduling their 
booking for another time in the same or another hotel of the same standards that 
they were collaborating.

2.2.7 Contacting hotel tenants

According to the respondents, the company was not active in social media 
network, at the time of the event; something that made it diffi cult to connect and 
communicate instructions to hotel occupants who had not yet contacted the Cus-
tomer Services department. In cooperation with the IT department, an extra space 
was created on the homepage of the website, where instructions were posted to 
hotel tenants regarding what they should do if their reservations were affected by 
the volcano eruption. 

Essentially, it was defi ned and advised that the arrival of the tenants was con-
sidered as “urgent” if it was within the next 45 hours, where priority was given 
to settling the cancellation or extension of their stay. In this way an initial routing 
of the communication was established, and the additional calls could be avoided.

2.3 Organizational structures of the company after the event

Responses determining the recovery time are found to be indistinguishable, 
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differing based on the department and the position held by the respondents. The 
departments that took longer to return to normal work were the Customer Service 
and the Hotel Support departments, as these were the departments most affected 
by the crisis. The recovery period was reported to range from 2 to 5 weeks. 

According to the same respondent, the additional components of the infor-
mation systems created only to support this event had to be re-implemented to 
be included as core functions in the systems, which was quite time consuming.

The results in the table below are presented in more detail.
The participants to the study pointed out that this was an extreme, unpredict-

able event and that the company was not ready to deal with it. Nonetheless, it is 
encouraging that the company was organized; the departments involved worked 
coordination and reacted quickly to the situation, thus achieving to provide sup-
port to both tenants and hotel owners.

Table 2 Recovery timeout

Department Reset Time
Marketing 2 weeks
Customer Service 4-5 weeks
Hotel Support 4 weeks
Content 2 weeks

When the situation was stabilized; meetings were held in order to evalu-
ate the way the company reacted and what could have been done differently if 
such a situation happened again in the future. A common conclusion from these 
meetings was the need to establish procedures to be followed in emergencies. In 
addition, one further conclusion was that the information systems used within the 
company should be scalable and more fl exible. 

Part of the procedures established after the eruption of the volcano were 
concerned with the creation of the fi rst communications line by the other depart-
ments in order to provide support to the Customer Service Department in cases 
of unusually increased number of calls (i.e. high season demand in the summer 
months). In achieving this, the way in which staff training is carried out has been 
restructured. Furthermore, the IT department had to set up the appropriate infra-
structure to enable calls and call center support requests to be routed to the rest 
of the departments.

The Eyjafjallajökull crisis helped the company redefi ne how customer ser-
vice is managed. Over the next years, more emphasis has been put on enhanc-
ing the company’s customer-centric philosophy. Customer Service department 
has been restructured; new roles have been identifi ed to improve communication 



25

and new processes have been implemented to enable settlement of similar events 
more effectively in the future. 

3 Online Platform for Black Swan Event Management

Based on the insights outlined in the previous section, it appears that certain func-
tional specifi cations are considered as important for the organization to be able to 
handle a “Black Swan” event. This is linked both to their immediate reaction of 
employees as well as the direct parameterization of information systems that are 
used to make it easier to deal with the situation immediately. Our goal is to de-
velop an online management application that will be used from small-sized hotel 
units, which apart from the basic functionality, will be enriched with additional 
“Black Swan” events management mechanisms.
For the purpose of demonstrating the proposed Event Management Services for 
“Black Swan” events, basic hotel management mechanisms were also imple-
mented. Through the online application owners or administrators will be able to 
manage the reservations and the hotel’s availability as well as access the guests’ 
details for allowing further communication with them. The additional “Black 
Swan” events management mechanisms enable managers of the hotel unit to fol-
low simple procedures that can face a potential crisis, without the need for ad-
ditional technical support. Since any additional technical support for information 
systems in small businesses is not covered by their own employees, but instead 
by external partners, this online application aims to address issues with minimal 
response time to any LoPHIE.  
The application consists of the following:
Back-end that contains the management part of the application e.g. room avail-
ability, and the management of additional procedures related to Black Swan 
events.
Front End that consists of the public space of the application that can be used by 
the customers for booking a room and get additional information on the hotel and 
the surrounding area.

3.1 Back-End Implementation based on Requirements

For the development of an online platform that could be employed to address 
LoPHIs, we used the Drupal CMS. In this paper we will focus only on the design 
and implementation of the Back-end features that contain also the tools for Black 
Swan events management. 
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3.1.1 Hiding the room search mechanism

For the implementation of the mechanism that will hide the search engine in 
case of emergencies from the public site; in lieu the Emergency module has been 
used. This module allows for adapting the public space of the website in case of 
emergencies (Figure 1). It gives the fl exibility of creating multiple emergency 
levels according to the situation. For this application we created two levels (Me-
dium and Low) and are both related to the search for availability.

F igure 1 Emergency Module for hiding room search

3.1.2 Implementation of Alert messages

The site Alert (Figure 1) module has been used for implementing alert mes-
sages that would appear in case of an emergency. This module allows for set-
ting the timeframe for the alert messages to appear and disappear after the time 
frame ends.
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F igure 2 Alert Messages

3.1.3 Update messages from relevant parties

Updates from stakeholders are made using the Web Services Drupal 
(Wunderground weather module and Feed Aggregator see Figure 1), which are 
projected at the management panel through block structures. The manager of 
the hotel unit can customize the sources Updating by creating and adding new 
feeds.

F igure 3 Update messages
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3.1.4 Mass customer message updates

Using this functionality, the unit manager can inform a group of customers about 
a specifi c situation that affects their bookings. In this way we ensure that all inter-
ested customers will get informed even if they do not enter the website for doing 
that. Similarly, the manager does not have to inform each interested customer one 
by one.

3.2 Front-End Design of the online application

The basic function of the public section of the application is to demonstrate how 
the users can, through the search engine, search and book available Hotel rooms. 
Apart from that, they can also fi nd some information about the services offered 
by the hotel, the contact form.

F igure 4 Interface for searching and booking accommodation

As we can see in Figure 4, the availability search engine is available only 
on the homepage of the site. In order to make the reservation, the user is asked 
to provide his/her personal details and e-mail address (Figure 17). The payment 
method added to the app is what the hotel accepts as a payment for the duration 
of the residence. After the user has completed the reservation he/she receives a 
confi rmation message at his/her email address with the details of the reservation.

3.2.1 Bookings Management

At the management of booking part (Figure 5), the manager can inform the 
customers about any updates regarding their reservation, manage the procedures 
for Black Swan events, and send mass or individual messages to the customers.
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F igure 5 Booking Management Form
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4 Conclusion

Black Swan Events or Low Probability High Impact Events (LoPHIEs), like 
wildfi res, earthquakes and volcanic eruptions have signifi cant implications to 
hospitality and travel industry; a vivid demonstration of the complexity of in-
terconnections between organizational units involved in or affected by LoPHIEs 
was outlined in this paper through a case study. Appropriate preparations for hos-
pitality and travel SMES to such events have been identifi ed and implemented 
through a purpose specifi c information system. To design this platform we fol-
lowed a requirements analysis methodology. The main elements from the imple-
mentation of this platform have also been included whereas elements of an initial 
usability evaluation have also been presented. 

For future development, it is foreseen that novel technological methods and 
tools that have the potential to handle large volumes of information, fuse hetero-
geneous data from multiple sensing systems, and take fast decisions at critical 
turning points must be examined in more detail.
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Abstract. This paper presents the importance of entrepreneurship restructuring in 
order to answer the challenges defi ned by the technological transformations of the 
industrial revolutions. Technologies are viewed as a phenomenon that can alter both 
qualities of, but also relationships between, time and space. The purpose of this 
paper is having on the one side the technologies and their transformations, and on 
the other the internationalist point of view of entrepreneurship, help in outlining 
entrepreneurship restructuring as industrial waves occurred. Finally the paper comes 
to the conclusion that we need to take advantage of our experience gained during 
the previous industrial revolutions. Meaning that, for sure all industrial revolutions 
created both wealth, but also entrepreneurship opportunities. But, we also know 
that they created inequalities. In many cases the technological transformations 
left people without jobs, and those people often represent those with less abilities 
to transform. Thus, we need to be proactive and open the discussion on what the 
entrepreneurship models of the fourth industrial revolution should focus on. 

Keywords: globalization, industrialization, entrepreneurship, and industrial 
revolution 

1   Introduction

Many researchers believe that today’s globalized production is not a new 
phenomenon. Instead they say globalized production is dated back since the early 
modern days of industrialization. That makes important understanding historically 
the way that human activity has changed production across time and space. The 
changes in the production models represent the foundation for the entrepreneurship 
approach to be used. That makes exploring those models necessary, in order to 
understand the current state of entrepreneurship restructuring, and later, further 
the potential restructuring deriving from the application models of the new 
technologies, like artifi cial intelligence (AI), three-dimensional (3D) printing, 
embedded systems, and (Internet of Things) IoT, and how they are affecting, and 
will affect the applied entrepreneurship models [1]. 

In this paper, the technological milestones, as they are pre-defi ned in the 
entrepreneurship literature, are outlined, described and analyzed according to 
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their effects on existing structures in terms of powers of driving the changes, with 
focus on the entrepreneurship models. 

In this review the milestone technologies include all the waves from the 
steam revolution, electricity, information and communications technology (ICT), 
containerization and fi nally the Internet, together with AI, 3D printing, IoT, and 
embedded systems technologies. For some people Internet can be considered, as a 
general tool under ICT, but applied here approach of separating ICT from Internet 
is useful because it makes clear the effect on entrepreneurship restructuring 
occurring by digitalization and Internet [2]. 

Central to this paper is thus the notion of technology as a phenomenon 
that can alter both qualities of, and also relationships between, time and space. 
So, having on the one side the technologies and their transformations, and on 
the other the internationalist point of view of entrepreneurship, an outlining of 
entrepreneurship restructuring as industrial waves occurred is presented.

2.   The Revolutions 

Technological innovations always accelerated, and so do now, changes in many 
aspects throughout the global economy. But it is for sure that they always generate 
both benefi ts and challenges, and even more this is done in equal measure. In this 
direction as we are currently witnesses of the fourth industrial revolution, we can 
see that it is based on three sets of megatrends, which are physical, digital and 
biological. To get advantage of this this environment, the applied entrepreneurship 
models should increase, and should be focused on building knowledge and human 
capital to the benefi t of all [3]. 

But, let’s fi rst have a quick view how we got to the fourth industrial 
revolutions, by defi ning the changes occurred during the industrial revolutions. 
This will help us to see what was the technological transformation, for each wave, 
and how the entrepreneurship took advantage of this transformation. 

Figure 1: The industrial revolutions [4] 
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2.1.   The Steam Revolution 

The fi rst industrial revolution is known as the steam revolution in the 18th 
century [5]. The most important change was that by decreasing the transportation 
costs it was made possible to separate spatially two production pillars, namely 
processing, and consumption. Out of the model of three production pillars, 
namely, extraction, processing, consumption, two were separated. The steam 
opened an entrepreneurship opportunity, which was focused on considering 
large-scale manufacturing as attractive. This on the other hand further helped and 
increased this way the international trade. Of course that was made possible, from 
the institutional point of view, by liberalized regulatory initiatives undertaken 
internationally. 

The separation of the two production pillars was the driver of the changes in 
the entrepreneurship models. Entrepreneurship needed to resolve two issues, or in 
other words needed to handle two different sources of driving changes. One is the 
high cost necessary for coordination and control across space. The second is the 
localized production, which obviously would be focused on the technologically 
advanced territories, countries etc. 

The changes in the production activities were necessarily related to high 
levels of localized domestic industrialization. Respectively, at the instructional 
level, import policies were applied to support building and integration of entire 
supply chains at home, and keeping this way most of the production activities in-
house. That means that the competencies necessary for the production had to be 
domestic. Or in other words, a competitive country, or nation could be only the 
one having strong industrial base.

Production globalization was based on the need for both natural resources and 
new markets to expand. Or in other words the producer had the most important 
role, and the power, as controller and coordinator of production activities. 

2.2.   The Electricity Revolution 

The second industrial revolution was the one of mass production powered 
by electricity of the 19-th century. This second wave of technological 
transformations, apart the production itself was focused also on the progress in 
communication technology. Communication technology played an important 
role, by creating networks opening the entrepreneurship opportunity, of making 
the international production possible on an easier, to coordinate and control 
across space, manner [6].

But, coordination and control involves managerial skills and technology. 
Thus, many regions, or countries saw the opportunity, and required the direct 
transfer of know-how in the form of managerial skills as well as technology. 
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This was done aiming to protect their local players from the widely opened at 
international level competition. 

2.3.   The ICT Revolution 

The 20-th century industrial revolution was based on information and 
communication technologies (ICT). The major change was that ICT further, and 
this time drastically reduced the control and coordination cost. Although the 
third industrial revolution is driven by ICT, of course we need also to mention 
the decreased transports costs occurred by the containerization further helped in 
this direction. In terms of entrepreneurship opportunity it was clearly defi ned the 
outsourcing industry. Outsourcing made manufacturing activities so cheap that 
production was totally separated and geographically spread. A new wave of trade 
increase was initiated within supply chains, focused on intermediate products, 
rather than the typical concerning fi nal products and fi nished goods [7]. 

The change of the production activities increased the already existed spatial 
separation of the production, covering not only those we saw by then, natural 
resource intensive industries. This trend enabled also the rise of international 
standards together with the codifi cation of knowledge in order to make the 
production activities more mobile. And fi nally by all those trends, this way the 
entry barriers, typically present to production were decreased. 

Now the industry advanced countries focused their efforts in activities like 
research and development (R&D) and, design, as pre-production activities, 
and in sales. Meaning R&D as activities related to production, but also sales 
as the activities following the production, and forming clearly export-oriented 
industries, in order to take advantage. 

The leading role thus was transferred from the producer to the buyer. 
The entrepreneurship opportunity was on powerful companies, which were 
established focused on labor-intensive production, and supplying consumer with 
non-durables. In this direction the leading role went to the hands of the buyer, 
since he was the one to defi ne the required standards and respectively he was the 
one to indirectly select the production locations. 

2.4.   The Internet Revolution 

The 21-st century industrial revolution is now focused on Internet production. 
Starting with the steam revolution where the separation of the production and 
consumption took place, decreasing the entry barriers to inaccessible until then 
markets, the ICT revolution further decreased the entry barriers to manufacturing. 
But, in contrast to the ICT revolution, the Internet revolution made the information 
distribution both instant and in many cases also free. This helped in making 
possible for the fi rst time to outsource also intangible activities, which were 
inappropriate or impossible until then to be outsourced [8]. 
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To have a picture, it is remarkable that by 1993 only 1% of information was 
shared over the Internet, which reached in 2000, up to 51% and in 2007, got the huge 
amount of 97% [9, 10]. Comparing with the containerization, which as mentioned 
supported the increasing trend of goods transportation of the 19th century steam 
revolution, the Internet revolution is the same for the ongoing increasing trend 
of intangible activities outsourcing. This of course is also supported by the same 
requirements for standardization and knowledge codifi cation as was done also in 
the case of tangible production outsourcing before [11, 12].  

The major entrepreneurship opportunity in this period is that we have 
outsourcing of even more complex activities, like build-on-demand, which 
derives this standardization, based on technologies like AI, 3D printing, and 
further enhanced by embedded systems applications, and IoT [13, 14, 15]. Now 
we have also the entrepreneurship opportunity, having traditional suppliers of 
goods getting oriented in investing in increasing their brand recognition by 
increasing customer satisfaction more than ever. But, this task always increases 
the part of the intangible activities necessary for achieving it. 

But, since the intangible activates are also outsourced, that means that we 
have moved from the concepts of technology transfer, and technology lending 
to new forms of local technology development. In cheaper markets the approach 
of reverse engineering created capacities bot for re-design, and development of 
products in full functionality. Even more, having this technology, the localized 
improvements can make the fi nal products even more acceptable for the 
mentioned markets. Adding to this the increased web sales, the initial investor 
loses any strategic advantage. Of course the buyer gets more power from this 
transformation, but also there is a huge risk of this the initial investor to loose 
his interest, and entrepreneurship opportunity in building knowledge and human 
capital. But, for sure such development will be loose-loose scenario for all. This 
is why we need to focus on how we can maximize the benefi ts of science and 
technology for society [16].  

3   Discussion 

This paper focuses on bridging two fi elds, usually discussed separately, 
those of business and technology. But, it is more than often that business is 
technology, and in the same time technology is business. Developments in 
the fi eld of technology are infl uencing in entrepreneurship opportunities, and 
visa versa. All these developments, both as technological transformations, and 
also as entrepreneurship opportunities, occur in time, making changes and 
transformations an every day standard. Embedded systems technology, AI, 
IoT, 3D printing, etc. are all well-known technology developments, but as a 
combination, and the way they are affecting, and will affect entrepreneurship is 
a fi eld, which worth further research. 
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History was used as instrument to defi ne the motivation of the changes 
in entrepreneurship opportunities occurring during the four distinguished 
technological developments waves, which we also call industrial revolutions. This 
is because technology developments defi ne the way the production changes. The 
production changes both during the time, but also in space, as it is transformed 
from local to global. Beginning with the steam revolution we see how technology 
infl uences the cost of transportation of goods, making a globalized approach 
manageable for the entrepreneurship to deal with. In great similarity we may 
apply this concept in the 21-st century, fourth industrial revolution of Internet, 
embedded systems, IoT, AI and 3D printing. We may further try to defi ne how 
those technology developments can infl uence, the same way the transportation 
of intangible goods this time. But, in order to initiate our participation, or to 
defi ne our entrepreneurship opportunity to a similar with the previous ones, 
major change, in the business and entrepreneurship we need to use the acquired 
experience.   

All those new activities infl uence directly the business models applied by 
the business when developing entrepreneurship initiatives, and opportunities. 
As the production line concept (extraction, processing, consumption) during the 
time started from local became global, and we now see it again shifting in new 
localized manner, the business reacts, identifying entrepreneurship opportunities 
and develops new models also. 

Having this model in mind it is obviously important the use of the technology 
developments, like the embedded systems technology, IoT, AI, and 3D printing 
as major factors in the currently applied modern entrepreneurship trends, models 
and approaches. 

5   Conclusions 

In brief were presented the four distinguished technological developments waves, 
called industrial revolutions, together with the changes they brought to the 
entrepreneurship models applied. We are now in the fourth industrial revolution. 
Human activities already started changing production across time and space, 
and having this as a foundation for the entrepreneurship approach to be used, 
we need to explore the entrepreneurship restructuring. The new technologies 
driving those changes are almost set. But, the main conclusion we should get 
is that we need to take advantage of our experience gained during the previous 
industrial revolutions. Meaning that, for sure all industrial revolutions created 
both wealth, and also entrepreneurship opportunities. But, we also know that 
they created inequalities. In many cases the technological transformations left 
people without jobs, and those people often represented those with less abilities 
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to transform. Thus, we need to be proactive and open the discussion on what the 
entrepreneurship models of the fourth industrial revolution should focus on. 
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Abstract. The amount of information gathered and kept world-wide for various 
purposes grows with alarming rates. The importance of how sensitive and personal 
information should be handled, has forced legislation changes and new laws to 
be created for the purpose. Thus, the need for anonymity, data protection and 
privacy is nowadays not only a moral duty but also a law requirement. This article 
explains the background and legal framework of data protection. Along with that, 
programming examples of how such protection can be acquired are given.
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1   The importance of anonymity, privacy and the challenges in data 
protection

Almost every piece of information contains sensitive and private data. 
Exposing publicly such data could lead to serious fi nancial losses, legal issues 
and personal inconveniences. That’s why data protection and privacy are essential 
tasks in any data processing project. 

When data cannot (public records) or should not (useful information for 
scientifi c research) remain private, anonymity or at least pseudonymity must be 
ensured. Anonymity is derived from the Greek word anonymia meaning “without 
a name” or “namelessness”. The adjective “anonymous” is used to describe 
situations where the involved person’s name is unknown or hidden. 

From scientifi c point of view, the problem with anonymity is that the 
connection to the original subject may be completely lost. Thus, in some cases 
important links and dependencies, which could be sometimes very important, will 
not be revealed. The solution to this challenge is pseudonymity. Pseudonymity 
is the use of pseudonyms as identifi ers [1]. A pseudonym is an identifi er of a 
subject other than one of the subject’s real names. On one hand, pseudonymity 
prevents individuals to be publicly identifi ed and exposed. On the other, it is still 
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possible, if necessary, to identify them in full compliance with law and privacy 
requirements.

The choice which data fi elds are to be protected or anonymised is subjective, 
but should include all fi elds that are highly selective, NHS number (in the UK) 
for example. Less selective fi elds, such as Birth Date or Postal Code are often 
also included because they could be cross-matched and lead to a record being 
identifi ed. Protecting these less identifying fi elds removes most of their analytic 
value and should therefore be accompanied by the introduction of new derived 
and less identifying forms, such as year of birth.

Data fi elds that are less identifying, such as date of attendance, are usually left 
untouched. This is mostly because too much statistical utility is lost in doing so. 
Such an acknowledged and accepted risk is worth in some cases where artifi cial 
intelligence will greatly benefi t from such genuine information. Unfortunately, 
such a compromise could lead to the so called “inference attack”, e.g. given prior 
knowledge of a few attendance dates it is possible to identify someone by fi nding 
only those people with that pattern of dates. Even more, according to a research 
“87% (216 million of 248 million) of the population in the United States had 
reported characteristics that likely made them unique based only on {5-digit ZIP, 
gender, date of birth}” [2].

Whenever any sensitive data is stored, such as in the case where original data 
with full personal details must be retained intact, protection against unauthorized 
access and modifi cation should be implemented. Control access lists should strictly 
specify personal access rights. Each person with access has to be authenticated in 
order to verify his identity. This personalized data access control applies not only 
to the digitally stored data, but also to its physical dimensions. 

Last but not least, strong and modern encryption must protect the data so that 
it is unreadable and unusable even in cases of unauthorized access.

2   Legal regulations and requirements

The importance of privacy protection has been constituted in various legal 
forms and state regulations around the world. Two of them, in the USA and the 
EU, have been reviewed below.

In the European Union, the main legal instrument concerning data protection 
is Directive 95/46/EC1. It defi nes the protection of individuals with regard to 
the processing of personal data and on the free movement of such data (Data 
Protection Directive). Article 8 of this directive specifi es special categories of data 
that shouldn’t be processed. One of these categories is data concerning health.

In the US, there is a large number of data privacy regulations on state level 
but on federal level the most important  ones are The Federal Trade Commission 
Act (15 U.S.C. §§41-58) (FTC Act) and the Health Insurance Portability and 
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Accountability Act (HIPAA) (42 U.S.C. §1301 et seq.). The latter is especially 
important because it regulates the use of medical information as in cases of 
scientifi c researches. 

In essence, both in the European Union and in the United States, consent is 
required for the use of personal information.  However, this does not apply if the 
data has been anonymised and individuals cannot be identifi ed through linking 
the information to other publicly available data. [3,4].

3    Methods for ensuring anonymity, data protection and privacy

There are complete solutions, both commercial and open source, for the 
protection of data and privacy. Popular data anonymization tools such as ARX 
(http://arx.deidentifi er.org/) have advanced features to anonymize any sensitive 
personal data. Furthermore, strong encryption algorithms are supported out of 
the box by every modern computer operating system including Windows, Mac 
and Linux based such. There are also third party encryption solutions such as the 
Encryption Wizard developed and used by the American Army and Air Force 
(https://www.spi.dod.mil/ewizard.htm). 

If a custom solution is needed for data protection, there are plenty of 
readily available libraries and modules in every popular programming language. 
For example, Python supports fast and powerful implementation both of 
anonymization and encryption as the next examples show.

3.1.   Anonymization and pseudonymization

For a simple anonymization, regular expressions with search and replace 
functions can be used. Here is an example:

The above Python code will accomplish anonymization by replacing every 
occurrence of a name in the form of two alphabetical words with initial capital 



41

letter following the string “name:”. 
The above code is written specifi cally for the text example above and it can 

be further enhanced and customized to specifi c needs with different order of 
names and personal details. That’s thanks to the powerful and fl exible regular 
expressions, supported in Python and many other programming languages.

Names, and other personal details, can be also replaced with unique 
pseudonyms, for achieving pseudonymity. In programming, e.g. Python or Java, 
this can be done using a dictionary and inserting a unique key – value pair for 
every name replaced by an automatically generated pseudonym. In this approach 
it will be essential from security point of view that this newly created dictionary 
is stored separately from the main fi le in a secure manner

3.2.   Generalization

In some cases, generalization is preferred than pure anonymization because 
certain statistical relations are important and should not be lost. For example, you 
can generalize the location of a subject from city to state. Thus, with sacrifi cing 
some of the precision you are still able to reveal a geographical distribution 
while not compromising the privacy of the individual. Here is an example for 
generalization with Java and the Arx library aforementioned:
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3.3.   Authentication and authorization

Authentication represents the process by which one subject verifi es the 
identity of another, and must be performed in a secure fashion; otherwise a 
perpetrator may impersonate others to gain access to a system. Authentication 
typically involves the subject demonstrating some form of evidence to prove its 
identity [5].

Once authentication has successfully completed, access controls should be 
enforced upon the principals associated with the authenticated subject. The more 
detailed the access controls are, the better the data protection will be. As a rule of 
thumb, as little permissions should be granted by default. 

3.4.   Encryption

No sensitive information should not be kept in clear, readable text format 
at any time. Instead, it must be encrypted so that it cannot be understood, nor 
exploited in case of an unauthorized access. 

The process of transforming plaintext into ciphertext is called encipherment 
or encryption. A cipher is a secret method of writing, whereby plaintext (or 
cleartext) is transformed into ciphertext. [6]

The reliability of an encryption method is determined by the strength of its 
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algorithm and the length of its key. At the writing of this document, the algorithm 
called Advanced Encryption Standard (AES) with 256 bit key length is the most 
widely deployed and accepted method for encryption. It renders 2256 combinations 
that have to be broken in order the encrypted document to be compromised. 
With the current computer power it is unfeasible to pursuit an approach of brute-
force fi nding the correct combination. However, it should be noted that in the 
past, weaknesses of previously popular encryption algorithms have allowed an 
attacker to decrypt the information very fast without having to go through the 
combinations.

Thanks to its popularity, AES is widely supported in programming and every 
modern language has implementation for it. Python has a library called PyCrypto 
(https://www.dlitz.net/software/pycrypto/) which supports AES with 256 bit key 
length. The use of this library has been further facilitated by additional modules 
such as Simple-crypt (https://pypi.python.org/pypi/simple-crypt) which make it 
very easy and simple to use encryption. Here is an example:

This ease of use of encryption further encourages its use and makes it possible 
to be applied in wider areas.

4   Conclusion

Anonymity, data protection and privacy are more than just an essential 
in today’s informational age. Whether for business or for scientifi c needs, the 
collected and stored data must comply with the corresponding data protection 
standards and offi cial regulations. This has led to the development of many third-
party tools and programming languages libraries which make the implementation 
of data protection mechanisms simple and easy.
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Abstract. Functional annotation of proteins is a key phase in the large process 
of analyzing de-novo sequenced genomes. Often software annotation tools are 
insensitive to eliminate error annotations that are associated with controversy and 
inconsistency in biological aspect. In this study we introduce semantic web model 
to represent functional annotations based on Resource Description Framework 
(RDF) standard. We integrate several databases with protein sequence information 
and ontologies describing functional relationships of protein molecules. Using 
inference based on Web Ontology Language (OWL), RDF database engines are 
able to take decisions which co-occurred candidate annotations should be marked as 
inconsistent if they don’t pass the reality checks related to function’s co-existence, 
subcellular location and species affi liation [1]. This approach reduces the number of 
false positives and time spend for quality checks of machine annotations. Introduced 
data model is designed to combine semantic representation of annotations with 
data samples intended for machine learning, which is the common way to generate 
machine annotations. Current work is part of large scale project of functional 
annotation of plant genomes.
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1   Introduction

A number of software tools are available to deal with challenges of NGS data 
output. They are intended for automation of most of the steps involved – such as 
error detection, assembly process, gene prediction and annotation of resulting 
sequences. Genome annotation process is limitation step of entire sequencing 
workfl ow due to diffi culties in searching and interpretation of different candidate 
reference gene records available in biological databases. Due to the lack of 
standards for knowledge representation in the fi eld of sequencing analysis, the 
major problems are related mostly to semantics of annotation description and 
quality checks rather than fi nding possible matches between sequenced fragments 
and gene records in databases. Furthermore, expert evaluation of automated 
annotation shows that most of the problems of annotation performance come 
from inconsistencies such as over annotation or fail of basic reality checks, which 
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increases false positives in assigning molecular functions to sequenced regions. 
Thus assigning of gene functions appears to be the bottleneck of NGS data 
analysis and its performance highly depends of relatively slow process of manual 
evaluation and curating to achieve correct knowledge about molecular functions 
of de-novo sequenced regions [2].

The goal of current work is design and implementation of semantic model 
for formal description of some protein sequence databases, to provide integrated 
repository of input samples for machine learning process. Also we experiment 
with possibilities to track inconsistencies between machine annotations just using 
capabilities of OWL Lite reasoning and class restrictions in Gene Ontology [3]. 
Reducing of inconsistencies will also reduce the effort and time spent to evaluate 
annotation quality.

We use RDF standard to represent referenced database records and their 
relationships to controlled vocabularies, families, patterns, motifs and more 
entities used in the process of annotation. Formal description of such entities 
and relationship provides huge possibilities for knowledge extraction and 
representation of implicit machine conclusions, which further can be used to 
automate large number of checks performed by curators [4]. Also we use a service 
API for easy navigation and querying of resulting network based on SPARQL 
protocol. With SPARQL endpoints researchers are capable to link result records 
from different scientifi c groups together in attempt to improve performance and 
quality of the process of de-novo sequencing of multiple genomes.

2   Materials and methods

Several public datasets with protein information were integrated into the 
semantic model using common identifi ers as references. These datasets contain 
information needed to achieve both - data used as patterns to build machine 
learning models and data used as labels for prediction of protein function. Also 
the semantic model allows machine annotations to be stored and automatically 
marked if they are inconsistent with the restrictions of the ontology which defi nes 
class defi nitions and semantics of the relationships of predicted labels.

UniPriot - major protein resource of protein sequence information that 
contains protein sequences, features and lot of human annotations about protein 
functions. Actual part of the information from UniProt is:
1. Protein sequences from multiple species which are annotated by humans only 

but not by machines and has references to PROSITE database.
1. Manual annotated records as direct relations to Gene Ontology terms [5].

PROSITE - database of protein patterns of domains, families and functional 
motifs containing detailed information about literature citations where the 
information about pattern composition is obtained from. PROSITE motif 
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descriptions and literature citations are also included in machine predicted 
annotations. Extracted information contains:
1. Patterns - regex-like representation of the rules which are applied to compose 

pattern that matches a set of proteins.
1. Cross-references to UniProt entries. Every pattern is linked to set of UniProt 

entries.
2. Literature citations linked to every pattern [6].

Gene Ontology - major resource for protein annotation which describes 
proteins in the terms of function, subcellular location and the biological process 
in which the protein is involved. In current study the disjoint restrictions of Gene 
Ontology are used to defi ne semantics of reality checks applied in entire semantic 
model. The usage of “disjointWith” OWL property from Gene Ontology is main 
property applied to discard false positive annotations generated by machine 
learning prediction process. In current study only molecular function branch of 
the terms is included with all associated information from the ontology.

Interpro - protein families and subfamilies are linked to UniProt protein 
resources. Interpro is used to achieve additional info about protein domains and 
motifs. It also contains machine annotations to Gene Ontology terms that can be 
used as benchmark to compare different machine learning annotation methods 
[7].

2.1.   Data preparation

PROSITE patterns are regex-like and they are linked to UniProt sequences that 
contains matches for them. The fi rst transformation task is to convert the patterns 
to real regex patterns. Thus they are capable to be executed against linked 
corresponding sequences and to retrieve actual matching amino acid fragments 
that characterize the link between the pattern and protein sequence. These amino 
acid fragments later can be used to train machine learning algorithms such as 
Support Vector Machine or J48 in order to predict which Gene Ontology term 
describe possible molecular function of de-novo sequenced proteins. PROSITE 
general entry information, generated amino acid fragments and cross-referenced 
UniProt identifi ers are converted to RDF format keeping all persistent identifi ers 
of the original data sources intact. The RDF schema is designed to keep all resource 
URIs resolvable where it is possible for quick navigation to original sources.  
Following basic schemata of OWL classes and properties, this transformation can 
be described in N-Triples-like syntax as follows [fi g. 1]:
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Figure 1 Transformation syntax

UniProt and Gene Ontology already have their own RDF distributions and 
can be directly referenced with persistent resolvable URIs. UniProt is huge 
information resource and that is the reason to use only part of the database related 
to protein sequences and Gene Ontology annotations. Because of persistent URIs 
used to describe the resources, these data sets can be directly mapped to PROSITE 
RDF serialization without any modifi cations. N-Triples-like syntax as follows:

Figure 2 Serialization syntax

Interpro hierarchy of protein families is converted to RDF format from its’ 
XML distribution using rdfs:subClassOf property. UniProt identifi ers that refer to 
protein families are converted to be URIs with “http://purl.uniprot.org/uniprot/” 
prefi x to fi t directly to the rest of the schema. With RDF-XML syntax this can be 
described as follows:
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Figure 3 RDF-XML syntax

2.2.   Annotation schema

Data sources mentioned in previous section are transformed to RDF format 
and linked together with common persistent identifi ers in the form of URIs. This 
part of the semantic model is suitable to feed instances required to train machine 
learning model. One more schemata is designed to describe and store predictions 
from machine learning model in order to provide semantic functional annotations 
about new proteins which are unseen by machine learning model. This schema 
contains amino acid sequence which is analyzed, predicted Gene Ontology 
terms linked as labels and some metadata for details of the analysis - such as 
the algorithm used for classifi cation, the name of the problem transformation 
method used if the classifi cation task is considered to be multi-label task, date 
of the analysis and the name of the training dataset. To make the link between 
annotation object and particular Gene Ontology class, the build-in RDF property 
“rdf:type” is used. Example of predicted annotation resource can be described as 
follows:

Figure 4 Predicted annotation resource description

2.2.   Storage engine and inference rules

After RDF transformations, data sets are loaded to RDF-triple storage 
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engine “GraphDB” provided by Ontotext AD (http://graphdb.ontotext.com). 
Inference applied is based on one of the predefi ned GraphDB reasoners “OWL-
Horst” and axioms defi ned in Gene Ontology and Interpro class hierarchy. Gr 
aphDB also supports custom inference rules which generates custom extensions 
of the default reasoner. The syntax of the rules is:

<premis> [Optional constraint]

---------------------------------------------------

<consequence> [Optional constraint]

One custom rule is defi ned to follow disjointness between classes from 
Gene Ontology in order to materialize inconsistencies derived from machine 
annotations. Thus semantic model provide possibilities to improve the machine 
learning model prior every train iteration:

Figure 5 Improving machine learning model

This rule at inference time states the following logic - if there are two classes 
“a” and “b” and they are in disjoint, then for every annotation instance which is 
of type of both classes additional implicit statement will be generated indicating 
inconsistent link between the annotation object and one of both classes. This is 
convenient way to analyse the number and the nature of inconsistencies just using 
SPARQL queries like:

Figure 6 SPARQL query example

For annotation example mentioned above in the article, the result of this 
query should be the following:

http://abi.bg/model/annotation/1234X  |  http://purl.obolibrary.org/obo/
GO_0005506

Unlike OWL DL, OWL Lite does not allow the use of owl:disjointWith [8]. 
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Using OWL Lite reasoning the usage of owl:disjointWith can be interpreted as 
not built-in property and  consistency checks will never fail, but at the same 
time we can easily trigger disjointness applying custom inference rule to generate 
implicit statements to materialize inconsistencies as regular RDF statements.

Detailed documentation about GraphDB inference is available at:
http://graphdb.ontotext.com/documentation/standard/reasoning.html
Custom Java classes are developed and used to preprocess the data from 

different sources. They include parsers for the distribution formats, pattern regex 
converter, regex  matcher and RDF syntax generator.

Protein sequences from UniProt are converted to plain capitalized strings for 
easier processing and UniProt identifi ers are matched between both PROSITE 
and UniProt databases using cross-reference links.

MySQL database is used as intermediate store to organize the data prior 
RDF statements generation. Two tables are defi ned to store relationships between 
extracted patterns and the sequences in which they occurred.

InterPro hierarchies are transformed to RDF from its’ XML distribution 
format  using XSLT transformation. All generated RDF data is saved in RDF/
XML or Ntripple fi les.

After all transformations RDF data is loaded in semantic repository GraphDB 
v8.3 using “Horst” fl avor of OWL Lite language.

SPARQL queries are executed inside GraphDB workbench or directly via 
SPARQL endpoint.

3    Results and discussion

PROSITE database is represented with 2511 unique patterns in release 
2017_11 and all of them are processed as amino acid fragments linked to 
corresponding sequences from UniProt. Total number of 268.692 unique 
relationships between all data sources are loaded in semantic repository for two 
hours without inference. Later the inference over loaded triples took 16 hours to 
infer OWL Lite axioms over Gene Ontology classes on 8 CPU core machine with 
32G of RAM. Overall number of statements - both explicit and implicit after the 
inference step is scaled to 2.5 million statements.

To test the inference of the semantic model, one batch of 300 simulated 
instances of machine annotations are loaded with total number of 32 inconsistencies 
found and materialized as implicit RDF statements. Simulated annotations are 
generated with the principle to add some Gene Ontology terms which are in 
disjoint as classes for one annotation. For example the terms GO:0003690 and 
GO:0003697 which are actually “double-stranded DNA binding” and “single-
stranded DNA binding” terms. They are in disjoint as Gene Ontology classes and 
didn’t pass the reality check in biological aspect because two terms are opposite 
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[1]. The special predicate “abi-model:inconsistentWith” is implicitly generated 
between annotation node and the second term linked to that node (in this case 
GO:0003697).

The opened question is which Gene Ontology term do not pass the reality 
check. Actually both classes has explicit disjointWith statements for each other 
and just the order of the appearance is necessary but not suffi cient criteria to 
choose one of them. One probable solution is to keep the term with higher 
probability score generated by machine learning algorithm at prediction time. This 
is possible if the classifi cation task is defi ned as multi-label task and probabilities 
distribution of labels is returned for every prediction. Descending order of Gene 
Ontology terms thus will provide possibility fi rst to add the term with highest 
score into semantic repository, next is the second one etc. If some of the terms are 
in disjoint with other terms from label collection which are already added to the 
repository, then this term will be marked as inconsistent.

4   Conclusion

Semantic technologies can have a major impact on the quality of machine 
learning strategies, which takes an increasing role in the process of annotating 
newly-sequenced genomes. Despite of the quality of the predictions made by 
machines, quality check by curators is mandatory task in order to track and discard 
logical inconsistencies of prediction in biological aspect. Semantic networks are 
capable to deal with human knowledge in machine understandable way providing 
great possibilities for researchers to encode domain specifi c knowledge about 
properties of objects of interest like genes and proteins.

Often curation process is time consuming effort to validate machine learning 
models and quality of annotations at all. Using knowledge stored in ontologies, 
semantic networks can reduce probabilities of false positive annotations, which 
are result of inconsistencies between proposed concepts and conclusions of 
learned models. Future work in the fi eld of current study is to apply machine 
learning annotations from real use case scenario and evaluate them through 
manually annotated dataset.
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Abstract. The purpose of the current work is to develop a pipeline for recognizing 
patterns in evolutionary tree nodes caused by gene duplication. Such duplications 
result in deviation from the typical ratio between nodes representing genes 
of interest. These genes are supposed to be involved in the evolution of the 
economically signifi cant drought-resistant C4 photosynthesis modifi cation in 
plants. To predict those genes, the study uses a large dataset of plant phylogenetic 
trees and is focused on four cereals – two C3 (rice and brachypodium), and two 
C4 plants (sorghum and maize). The pipeline utilizes the tree-reading abilities of 
the ETE toolkit framework and is written in Python 2.7. It involves several stages 
of processing the dataset: fi nding objects of interest, defi ning the expected ratio 
between nodes, detecting deviations and as a result recognizes and isolates the 
nodes causing them for additional analyses and verifi cation. 

Keywords: evolution, pattern recognition, homology, Python programming

1   Introduction

In biology, the evolutionary relationships between entitites (genes, species, 
populations or other operational taxonomic units - OTUs) are graphically 
represented as a phylogenetic tree. A phylogenetic tree is an onedirectional 
bifurcating graph where end nodes represent the OTUs, internal nodes are 
common ancestors and branching indicates events of duplication or speciation. 
Thus, all OTUs in one tree are called a family because they have a common 
origin. Comparative phylogenetic allows the gain, loss and evolution of genes 
associated with important traits to be traced.

In this study, we use computational methods to analyze plant phylogenetic 
trees in order to predict genes involved in the evolution of C4 photosynthesis – a 
modifi cation that allows plants to minimize water loss and utilize atmospheric 
CO2 more effi ciently in warm and dry conditions.

1. 1.   Popular hypotheses for the evolution of C4 genes

Research shows that C4 photosynthesis has evolved independently more 
than 60 times during the evolution of plants and is currently observed in about 3% 
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of known plant species [1]. There are several hypotheses about the development 
of this modifi cation:1) genes that are present in C4 plants but not in C3 plants 
(or vice versa); 2) genes that are duplicated in C4 plants but are present as single 
copies in C3 plants (or vice versa), and 3) copy number variations between 
homologous genes in one of the two groups.

When taking into account recent research on C4 plants, the “duplicated vs. 
single copies” hypothesis is deemed most accurate. To predict genes that may be 
involved in C4 photosynthesis this study proposes a comparative phylogenetic 
approach that involves fi nding a certain pattern in the topology of the trees which 
contain genes form both C3 and C4 species. Using phylogenetic trees as source 
data saves the need to do sequence analyses and covers a large part of the genomes 
of the species involved in this study.

2   Materials and methods

In order to fi nd suitable candidate-genes for our study, we started with a large 
dataset of plant gene trees from different species. We chose to work with publicly 
available phylogenetic data from the database Ensembl Plants [2]. It contains 
more than 40 species – mostly model and/or economically important plants. The 
dataset consists more than 100 000 gene tress and had to undergo several stages 
of fi ltering by varions criteria so that less than 100 genes would be proposed as 
candidates for involvement in C4 photosynthesis. 

The input data is an emf fl atfi le dump containing phylogenetic trees in 
Newick format and additional data for each gene in the corresponding tree. The 
individual entries were separated by two vertical slashes (//) and the tree format 
was separated from the additional data with a single line (DATA).

2.1.   Establishing a pattern

Before proceeding to search for genes potentially involved in C4 
photosynthesis, it was necessary to select appropriate objects. Since most C4 
plants are cereals, he study was focused on this group and two representatives 
from the two photosynthetic groups were chosen: C3 plants rice (Oryza sativa) 
and Brachypodium distachyon, and C4 plants maize (Zea mays) and sorghum 
(Sorghum bicolor). The reason for choosing exactly these four species to study 
the evolution of C4 photosynthesis is justifi ed not only by the fact that they belong 
to the same family, but mainly because they are subject to intense study because 
of their extremely important economic importance. According to FAOSTAT [3], 
rice, maize and sorghum are ranked respectively in fi rst, third and fi fth places 
of world-wide cereals, and the brachypodium is a model plant for all wheat [4]. 
Therefore, their genomes are better annotated than those of a number of other 
plants.
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The typical ratio of the genes of these four species in the trees is 1: 1: 1: 2 [5], 
as maize undergoes a total genomic duplication dating back to 5-12 million years 
after the maize and sorghum have been separated as individual species.

2.2.   Dataset preparation and pattern-fi nding script

The fi rst stage of this process begins by fi ltering the tree array and work 
continues only with those in which the species under consideration are represented 
by at least one gene. The rest of the task was broken down into several stages:

Stage 1: Isolation of duplicated genes from the least possible subsurface 
where a deviation from the standard 1: 1: 1: 2 ratio is observed;

Stage 2: Tracking and Removing Repetitive Genes;
Stage 3: Statistical analysis of the distribution of genes and species in isolated 

trees;
Stage 4: Calculating the distance between duplicated genes;
Stage 5: Determining the threshold value of the distance;
Stage 6: Error correction and classifi cation overrides in some groups of 

genes.
The next reduction step is to search trees for duplicated genes. This means 

that the ratio of 1: 1: 1: 2 for the four species in such trees will be violated. This 
can be ascertained by simply counting the genes, but it would only produce a 
true result if all four species are located in just one well. If this condition is not 
fulfi lled, there is a risk of misinterpretation: the ratio in individual wells is not the 
same as standard, but they compensate each other, and so there is no deviation 
for the whole tree. To avoid such mistakes, it was decided to perform a 1: 1: 1: 2 
deviation of a pendulum, starting from the smallest one, which contains the genes 
of all four species. To accomplish this task, a script was written that exploited the 
ability of ETE to read the structure of the tree and a particular search template 
was set. This was accomplished in the following way: 

First, the objects of interest are defi ned with the names of the species and the 
fi rst few letters of the genes that defi ne their species. Then, the expected 1: 1: 1: 
2 ratio is defi ned. The search for deviations from this ratio should start from the 
leaves and continue towards the root.

If a gene (leaf) is from one of the four tested species, the smallest tree (sub-
tree) that includes genes of the other three species is selected, and the ratio of the 
genes in this subtree is calculated. Then, if the tree matches the standard ratio, the 
subtree is ignored and the search continues downwards. If a deviation is detected, 
the genes that cause this deviation are recorded with their corresponding rows in 
the informative part of the tree. Then the steps are repeated until the root of the 
tree is reached, and the DATA row, the structural part (the Newick tree), and the 
separator (//).
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Due to the nature of the script reading a tree from the leaves to the root, 
some genes are present into the list more than once due to the consideration of 
the cloud, which includes the previous one. This requires writing an extra script 
to crawl the resulting fi le that searches for and removes the reps, leaving only 
unique genes.

3    Results and discussion

After completing the theoretical preparation of massive trees, those with at 
least one gene of the four species studied were extracted. From these trees, the 
script designed to look for deviations in the standard quantity between genes 
produced a list of discovered duplicated genes. After removing repetitive elements, 
4322 duplicated genes were found, which are found in 1493 trees (fi gure 1). The 
distribution of genes by species is shown in Figure 2A.

Figure 1: Distribution of trees containing duplicated genes, depending on the number of species to 
which the deviation is attributed.

For a clearer visualization of the results, the list was displayed in comma-
separated values, which can be read from both a text editor and Microsoft Excel. 
It is a list of informational rows for genes that do not match the given relationship, 
followed by the tree identifi er. Inserting the identifi er saves Newick’s addition of 
the tree itself, which would only unnecessarily load the source fi le. In order to 
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facilitate the analysis, the information fi elds were formatted in separate columns 
as the information is used in the next steps.

Figure 2: Distribution of duplicated genes leading to pattern deviation. A shows distribution of all 
diplicated genes by species; B – the size (number of genes) of the groups, and C represents the 

distribution of genes only in the groups with two copies.

As seen in Figure 1, most deviations from the standard ratio come from the 
duplicated genes of one species (82%). The other deviations occur in two or more 
species. In order to proceed to the next stage of the analysis, all these trees fi rst 
have to distinguish between the pairs and the larger groups of duplicated genes.

When only two or three genes belonging to a species are present within one 
tree, they can be unambiguously referred to the same group. When the genes 
are four or more, it becomes necessary to specify whether they are a single 
group of duplicated genes or should be considered as separate groups. This is 
done by assuring that each set of genes forming a group are located on the same 
chromosome and read in the same direction. To do this, the following validation 
is done: 1) location of the genes in the genome - the duplicated genes are located 
on the same chromosome, which can be checked in the Chromosome fi eld of the 
informative part; and 2) the direction of reading the DNA strand - in order for 
subsequent analyzes to be performed properly, it is necessary that the entire group 
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of duplicated sequences be oriented in the same direction. This is checked in the 
Strand fi eld of the informative part.

Once all duplicated group are defi ned, the analysis can continue by comparing 
the expression levels of the genes in each group within leaf tissues.

4   Conclusion

The current in silico approach addressing the evolution of C4 traits relies on 
fi nding and tracing a repeatable pattern in the topology of trees containing genes 
form well annotated C3 and C4 cereals. The results are going to be validated by 
comparing the expression levels of duplicated gene groups – an approach used by 
other authors in the same fi eld. An additional validation could be carried out by 
comparing the topology of predicted candidates with that of referent genes whose 
role in C4 photosynthesis is experimentally confi rmed. 

This evolutionary approach is an alternative to most other studies on C4 
photosynthesis that rely on sequence analyses of a limited number of genes and 
genomes. The study is entirely based on public datasets which saves both time and 
resources, and discovers new knowledge in the results of different experiments.

The authors’ method for pattern discovery in the topology of phylogenetic 
trees can be easily modifi ed to address other alternating phenotypes.
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Abstract. The standards that govern the quality of life cycle processes of the 
system/software are led by the ISO/EIC (IEEE) 12207 standard (System and 
Software Engineering: 2008), which establishes a framework that contains 
processes, activities and tasks that need to be applied in software product and 
service acquisition and software supply, development, operation, maintenance 
and disposal. The base version of standard is regularly updated and known as 
ISO/IEC 12207: 2008. With the recent changes, it can be found as AS/NZS ISO/
IEC 12207: 2013 and includes 17 processes, of which 5 are primary life cycle 
processes of the system, 8 support processes and 4 organizational processes. The 
standard main purpose is providing a common structure, so buyers, suppliers, 
developers, maintainers, operators, managers, and technicians involved in software 
development use a common language. This common language is established 
as form of well-defi ned processes. The standard structure has fl exible design, 
providing modular way of tailoring the needs of users. The standard is based on 
two basic principles: modularity and responsibility. Modularity means that the 
processes have minimum joining and maximum cohesion. Responsibility means 
establishment of responsibility for each process, facilitating application of projects’ 
standard with many people involved. The paper propose a model of wide range 
information systems for company management development, according to the 
mentioned standard and their principles.

Keywords: ISO/EIC (IEEE) 12207, Standards for software engineering, System 
development life cycle processes.

1. Introduction

There is an essential need for software systems to satisfy today’s complex and 
costly business demands. The standard is a document with technical specifi cations 
or other criteria in order to ensure that the material or method will consistently 
meet the intended needs.

The goals of standardization in information technologies are: defi ning a common 
framework that will enable everyone involved in the process of development, 
design and management of the software to “speak the same language”, providing 
a basis for communication between information systems (ISs), preconditions for 
joint different parties participation in projects and framework for software with 
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defi ned quality development as well as its implementation. The main principles 
of standardization in information technology are:

 Standard does not prescribe a specifi c model  of life cycle of software or 
methods development

 Standards - applying parties are responsible for choosing a life cycle 
model and mapping processes, activities and tasks into selected model

 Parties are also responsible for selection and application of software 
development methods and for execution of activities and tasks 
corresponding to the software project.

Software process standards (as ISO/IEC 12207) and models (as CMMI) have 
been developed by international associations for helping to software development 
organizations to meet the current demands for quality process and software 
product improvements.

The ISO/IEC 12207:2013 standard is one of the fundamental standards of 
software engineering. It describes the architecture of the life cycle of software 
from concept to withdrawal. This standard is applied to software products and 
services in the procurement, delivery, development, use and maintenance and 
it represents the fi rst internationally accepted framework for software projects 
implementation.

This standard is voluntary that means, it does not impose any obligation upon 
anyone to follow it. Yet, it may be imposed by an organization through internal 
policy directive or by individual parties through contractual agreements. The 
standard is designed for use by one or more parties as the basis of an agreement 
or in a self-imposed way.

An organization that is not using this ISO standard, is likely to have a chaotic 
way of producing software and dissatisfi ed customers. 

The primary goal of the paper is to create a model of information system 
for company management according to software engineering standards ISO/IEC 
12207:2013. The paper is organized as follows. Section 2 take into consideration 
the mentioned standard. Section 3 describe the model development processes 
according to the Standard recommendations. Next section explain software 
implementation processes. Finally, the explanation of the proposed model 
according to ISO 12207 standard is highlighted in section six, followed by 
concluding remark of the paper.

2. The ISO/IEC 12207 Standard

The ISO/IEC standard 12207 identifi es mandatory processes, tasks and 
activities for software life cycles. It is intended to be applicable to software 
development in a broad range of application domains and for a variety of different 
software systems. It contains a normative and an informative component. The 
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normative component of ISO/IEC 12207 determines mandatory practices that 
have to be followed by a particular development effort, compliant with Standard. 
The informative component identifi es rationales for the practices required by the 
standard and explains their application.

ISO/IEC 12207 defi ne the software life cycle processes (SLPs) classifi cation. 
This standard is fl exible, modular and compatible with whole software life cycles 
[12].

This standard is defi ned at the level of process rather than procedure. 
Rather than provide the step-by-step requirements characteristic of a procedure, 
it describes continuing responsibilities that must be achieved and maintained 
during the life of the process [11].

ISO/IEC 12207 covers the entire life cycle from “conceptualization of ideas 
through retirement”. It considers the software life cycle from different levels of 
abstraction. At the highest level, it identifi es a number of processes as shown in 
Figure 1. Three different categories of processes are identifi ed [3]:

1. primary life cycle processes are conducted by prime parties, i.e. those 
that initiate or perform the development, operation or maintenance,

2. supporting life cycle processes, for instance confi guration management; 
these support primary processes in order to contribute to the success and 
quality of the project, and

3. organizational life cycle processes that are employed by an organization 
to establish and implement the underlying structure of the life cycle, 
such as management and process improvement. 

Figure 1. Structure of the International Standard ISO 12207 [3]
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Processes are decomposed into activities. The acquisition process, for 
instance, is decomposed into activities for initiation, request for tender, contract 
preparation, supplier monitoring, and acceptance and completion. Activities 
are further decomposed into tasks. The request for tender preparation activity, 
for instance, encompasses tasks determining system requirements, the scope 
of the system, instructions for bidders, general terms and conditions, control of 
subcontracts and technical constrains [9].

As the standard is meant to be applicable in many different domains, it covers 
a variety of processes, activities and tasks [8]. In order to defi ne customizations of 
the standard for a particular domain, organization or project, the normative part of 
the standard includes a tailoring process. It defi nes how the standard have to be 
adapted and indicates those processes, activities and tasks that might be omitted. 
Moreover, it allows processes, activities and tasks to be added, provided that they 
are specifi ed in a way that is compliant with the standard. The ability to tailor the 
standard allows its application in a number of different settings, such as waterfall, 
evolutionary, incremental and spiral process models.

2.1. Principles of the standard

The standard is based on two basic principles: modularity and responsibility. 
Modularity means processes with minimum coupling and maximum cohesion. 
Responsibility means to establish a responsibility for each process, facilitating 
the application of the standard in projects where many people can be legally 
involved.

2.2. Standard’s basic requirements

This International Standard contains requirements in four Clauses: Clause 6, 
which defi nes the requirements for the system life cycle processes, Clause 7, 
which defi nes the requirements for specifi c software life cycle processes, clauses 
of Annex A, which provides requirements for tailoring of this International 
Standard and clauses of Annex B, which provides a Process Reference Model 
(PRM) which may be used for assessment purposes [4], [10].

2.3. Standard’s Limitations

This International Standard describes the architecture of the software life 
cycle processes but does not specify the details of how to implement or perform 
the activities and tasks included in the processes [2]. It is not intended to prescribe 
the name, format, or explicit content of the documentation to be produced. Also, it 
may require development of documents of similar class or type, various plans are 
an example. International Standard, however, does not imply that such documents 
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have to be developed or packaged separately or combined in some fashion. These 
decisions have to be made by the user. 

Also, this Standard does not prescribe a specifi c life cycle model or software 
development method. The parties of this International Standard are responsible 
for selecting a life cycle model for the software project and mapping the processes, 
activities, and tasks in this International Standard onto that model. The parties are 
also responsible for selecting and applying the software development methods 
and performing activities and tasks suitable for the software project. 

This International Standard is not intended to be in confl ict with any 
organization’s policies, standards or procedures that are already in place. However, 
any confl ict needs to be resolved and any overriding conditions and situations 
need to be cited in writing as exceptions to the application of this International 
Standard.

2.4.  Standard  Purpose

The purpose of the Standard is to provide a defi ned set of processes to facilitate 
communication among acquirers, suppliers and other stakeholders in the life cycle 
of a software product. It is written for acquirers of systems and software products 
and services and for suppliers, developers, operators, maintainers, managers, 
quality assurance managers, and users of software products. Its limitations does 
not detail the life cycle processes in terms of methods or procedures required to 
meet the requirements and outcomes of a process. Its objective is to provide the 
software industry with a common framework for software life cycle processes and 
provides a process that can be employed for defi ning, controlling, and improving 
software life cycle processes [2].

3. The model development processes

ISO/IEC 12207 standard can be used in one or more of the following modes 
[1]:
 By an organization - to help establish an environment of desired 

processes. These processes can be supported by methods, procedures, 
techniques, tools and trained personnel. Organization have to create a 
suitable model for software development and employ the environment to 
perform and manage its projects and progress systems through their life 
cycle stages. In this model, the Standard is used to assess conformance 
of a declared, established set of life cycle processes to its provisions.

 By a project - to help to select, structure and employ the elements of 
an established set of life cycle processes in order to provide products 
and services. The created model have to support these activities. In this 
model, the Standard is used in assessment of conformance of the project 
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to the declared and established environment.
 By an acquirer and a supplier - to help develop an agreement concerning 

processes and activities. Through the agreement, the processes and 
activities in the Standard are selected, negotiated, agreed and performed 
and then suitable model have to be set. In this model, the Standard is 
used for guidance in developing the agreement.

 By organizations and assessors - to perform assessments that can be 
used to support organizational process improvement and these activities 
have to be the base for the created model.

The software process standards and models are important for software 
development organizations because their implementation has generated benefi ts 
such as: cost reduction, fi t to schedule, better quality and better customer 
satisfaction [5]. Furthermore, modern business international practices demands 
from business organizations (including software development organizations) to 
provide evidences on the quality, consistency and standardization of their used 
processes for delivering their products and services. Thus, business organizations 
(including software development ones) are highly interested in implementing and 
using a software process model or standard. 

The processes in the standard form are a comprehensive set intended to serve 
various organizations. The organization, small or large one, depending on its 
business purpose, can select an appropriate subset of the processes (and associated 
activities and tasks) to fulfi ll that purpose. Organization can perform one or more 
processes. A process have to be performed by one or more organizations. The 
standard is intended to be applied by an organization internally or contractually 
by two or more organizations. In order to facilitate application of the standard 
either internally or contractually, the tasks are expressed in contractual language. 
When the standard is applied internally, the contractual language is interpreted as 
a self-imposed task.

The organization have to manage its processes according to management 
processes plan, establishing the infrastructure under the processes, providing staff 
training and improving the corresponding processes. Of particular importance is 
process improvement because once the organization established the infrastructure 
of the needed processes and staff training, it performs continuous improvement 
based on the applications of these processes [5].

Improving software development or software processes is a primary 
challenge for present community since the software has become the core and 
the crucial component of any modern service or product. Therefore, ensuring its 
quality is essential and should not be ignored. Consequently, software process 
improvement (SPI) is one of the most important and critical efforts that any 
software development organization pursues [6].
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4. Software implementation process 

If not stipulated in the contract, the developer shall defi ne or select a 
life cycle model appropriate to the scope, magnitude, and complexity of the 
project. The implementer shall document the outputs in accordance with the 
software documentation management process and place the outputs under 
the software confi guration management process as well as to perform change 
control management. After that, he shall document and resolve problems and 
non-conformances found in the software products and tasks in accordance with 
the software problem resolution process and perform supporting processes as 
specifi ed in the contract. Establish baselines and incorporate confi guration items 
at appropriate times, as determined by the acquirer and the supplier [7].

Couple of various software development process models can be selected 
(e.g. Waterfall model, incremental model, V-model, iterative model, etc.). 
The methodology within the SDLC process can vary across industries and 
organizations, but standards such as ISO/IEC 12207 represent processes that 
establish a life cycle for software, and provide a model for the development, 
acquisition, and confi guration of software systems. In this paper we will take 
a look at the V- model which follows a particular life cycle in order to ensure 
success in process of software development which is shown in Figure 2.

Figure 2. V – Model of ISO 12207 [13]

5. Explanation of the proposed model 

The V - model is SDLC model where execution of processes happens in a 
sequential manner in V-shape. It is also known as Verifi cation and Validation 
model. V – Model is an extension of the waterfall model and is based on association 
of a testing phase for each corresponding development stage. This means that 
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for every single phase in the development cycle, there is a directly associated 
testing phase. This is a highly disciplined model. The model is sequential, that 
means the next phase can start only after the completion of previous phase. 
Such models are suitable for projects with very clear product requirements and 
where the requirements will not change dynamically during the course of project 
completion.

The advantages of this model include: It is ease of use, testing happens at 
each phase of the process, increasing the chances of success as any defects can 
be identifi ed and fi xed before coding. Also, the model works well for smaller 
projects. There is some disadvantages of this model that include: Inadequate for 
large and complex projects, infl exible model, just as waterfall model, because no 
early version of model were produced, so the bugs can be discovered after the 
model is developed.

Taking into consideration the possible improvement of the model with usage 
of Standard ISO/IEC 12207:2013, the proposed activities includes incremental 
improvement of procedures, process establishment, process assessment as well 
as process improvement processes (Figure 3).

Figure 3. Process improvement processes with ISO 12207 [8]

6. Conclusion

The use of standards for software engineering ISO/IEC 12207:2013 
has many potential benefi ts for any organization, such as improved software 
management, improved certifi cation visibility that can attract a new customers 
and partners, enhancing partnerships and co-development etc., particularly in a 
global environment. 
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This standard is very important for companies’ information system 
management with encapsulation of best practice, avoiding some common past 
mistakes, establishing a framework for quality assurance process and providing 
continuity. 

ISO/IEC 12207 is the fi rst International Standard that provides a complete 
set of processes for acquiring and supplying software products and services. 
These processes may be employed also to manage, engineer, use, and improve 
software throughout its lifecycle. Its architecture can accommodate evolving, 
modern software methods, techniques, tools, and engineering environments. The 
expectation is that ISO/IEC 12207 would fulfi ll its intended purpose as the basis 
for World trade software products and services.
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Abstract. The latest research made by the World business researchers, shows that 
the Visual Data Analysis tools market is constantly growing and includes more 
software companies. It is important when the analysts are taking into consideration 
the competencies and ease of use, the compatibility with the tools for data collecting, 
storing and processing, information presentation as well as gained knowledge 
from data. The emerging data trends are connected with Big data concepts and 
the manner of their preparation for analysis and creating visual data analysis. The 
purpose of this paper is to consider concepts of Big data visualization analysis 
and supporting software tools. Considering Big data characteristics, general “big 
picture” visualization can be gained. The visualization depends on many factors. 
Some standards have been established in the context and show how the data has to 
be prepared for visualization, using integrated data visualization tools and Business 
Intelligence.

Keywords: Big Data Visualization, Visual Data Analysis, Information visualization, 
Zeppelin.

1. Introduction

The rapid data fl ood leads to a data rush stored in the companies’ database, 
on servers or on cloud [15], [19]. The data collected in this way, stored in the 
different formats and platforms, various databases, distributed or stored in 
companies’ data warehouse are not useful for data analysis and cannot be used 
for extracting useful information about trends, insights and exceptions. They do 
not provide some visible information and knowledge that can be used as a tool 
for gaining a competitive advantage and getting new customers. Confronted with 
this serious problem, the biggest world data science companies produce software 
for dialing with this huge data fl ow. First, they introduced the term “Big Data” 
used to show data with 6V characteristics [2], [14] and starting to explore in the 
Data science frames, tending to use all capabilities of Data analysis science using 
emerging technology of artifi cial intelligence, mathematics, statistics methods 
as well as data mining in databases. Some researchers start to deal with this data 
fl ow using visualization methods (Visual Data Analytics - VDA), one of the most 
desired methods used by business community because of the rapid visual human 
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eye information processing [4]. VDA techniques aim to visually analyze data 
using software and methodologies for preparing data in the most appropriate way 
to achieve the maximal level of data representation according to Shneiderman’s 
principles [19]. VDA tools market’s demands increase because of inclusion of 
Big data in visual analysis and Business Intelligence (BI) as well as the need of 
many kinds of heterogeneous data analysis in short time. The market demands for 
VDA software lead to the fact that this software industry includes more and more 
business players using power capacities for improving their software tools for 
covering Big Data Visualization concepts with VDA tools. The trends connected 
with data, included in Data science, lead to the concept of Big data and the way 
of preparing data for analysis, creating VDA, using methods of visualization and 
supporting tools. 

In order to answer the question if Big data can be directly visualized and how 
the Shneiderman’s concept can be used for getting information from data [19], 
fi rst overview, second zoom and select, then detail on demand, the question that 
arise is how and with which tools the general “Big picture” visualizations has 
to be gained and then, how some interaction with data has to be used for getting 
detail on user’s demand. 

The next statement that has to be explained is that the visualization process 
depends a lot on the data type, the storage place, data scalability and structure 
as well as the display size, computer’s processing power, the data scientist 
knowledge, communication, cooperation and shared user’s needs, that all 
infl uence on the way of data preparing for visualization and effective and effi cient 
representation on the users’ screens [5]. Some of the important factors are taken 
into consideration in the paper.

The paper is organized as follows: After the introduction session, overviews 
of the recent research from this area is provided and some “pictures” of the 
recent research in Big data visualization and Visual data analytics are taken into 
consideration. The next two sections provide some reviews of used concepts and 
methodologies for VDA with the indicators, needed for objective assessment 
of software solutions for VDA of Big data. The conclusion remark summarizes 
the researches in the area and give a trends’ overview of VDA and Big data 
Visualization.

2. Related works

Many research is committed on the use of visualization for data analysis [4], 
[19], [9]. In the resent years, the focus is on Data Science that includes usage of 
techniques and methodologies for dialing with data, using a wide range of Big 
data concepts and algorithms for data analysis, software for Big data analysis 
and visualization [2], [23]. Focus on Data science provides fast movement and 
development of tools that provide big power for decision makers, empowered 
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with right and timely information [10]. This huge data fl ow analysis provide 
trends identifi cation and future events prediction in order to add value to the 
organization, using Business Intelligence and Analytics (BI&A) systems that 
transform row data into valuable information in the visual manner, named Visual 
Business Intelligence (VBI) [21]. According to these research, these tools provide 
more sense in data, data sets are presented in visual form, some hypothesis are 
tested, some trends are emphasized and insight in data are made [2]. 

All amenities that VDA usage provide, increase the demands for qualifi ed 
staff, capable for working with data and VDA, especially in USA and the 
developed countries, that means existing of defi cit of personnel with specifi c 
skills to work with data and VDA tools [8]. This also means increased demands 
for managers who have knowledge for making decisions based on evidence 
obtained with VDA of Big data [10]. 

Chen [8] states that VDA are techniques, technologies, methodologies, 
tools and practices that analyze critical business data in order to help for better 
understanding of their businesses and markets and providing timely business 
decisions. VDA is emerging area, developed on the base of statistic, mathematics, 
probability and data representation in order to get a sense from big data sets, 
stored in databases [21]. Many authors emphasize that the companies today 
depend more and more on decision support tools, BI&A and visualization [3]. 
Turban [20] and Chaudhuri [7] state that, with these concepts, many business 
processes are improved in many big companies. Chen [8] connects BI&A with 
Big data Analytics that become increasingly important for academic as well as 
business community in recent decade. All these facts cause staff demands with 
enhanced analytical skills [17] and many universities introduce courses to help 
in VDA and Data visualization, based on the concepts of learning-by-doing and 
trial-and-error experiments [8]. 

Aigner&all. [1] research how much the interactive visual methods are 
used in Austria. From quantitative research led through semi structured 
interviews with VDA users and usage of cognitive and post cognitive methods 
and theories, they conclude that usage of visual analysis mostly depends on 
corporate (organizational) culture, job attractiveness and creativity. He posed 
hypothesis that VDA use statistical analysis with limited interaction and that the 
users looking for more interaction because interactivity helps in gaining more 
information and knowledge from data with VDA, especially when VDA on Big 
data is taken in consideration [1]. However, moving toward Big data concept 
inevitably requires others visual analysis types of tools that outweigh current 
used techniques and demand interactivity in order to deal with data complexity 
and possibility to compare many scenarios and alternatives and deeper results 
understanding needed in the decision making processes.
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3. Concepts and Methodologies Used for VDA on Big data

The symbiosis of VDA and Big data brings a new insights and observation 
in huge amount of data, collected from different types of interactions in business 
and human interactions in general. The purpose is to obtain information and 
knowledge that have to be used in gaining competitive advantage and bigger 
market share [11]. Companies see the information as corporate wealth and the 
visualization is used as visual point-and-click querying, dashboard development 
tools, intelligent natural languages similar to Google interface or self-services 
tools [18]. Analysts are studying the tools of Data science, VDA, BI&A according 
to market, technology and allowed conditions as well as according to execution, 
market fi t and marketing mix (Fig.1). The analysis gained from the research is 
different, the different visualization techniques are used because some other 
analytical methods are used with techniques as stacked bar, radar char, calendar hit 
map, chord diagrams, theme river visualizations, tree maps view, social network 
and many other visualization types. Ovum analyzes the integration of Big data 
concept with data visualization and points out haw Hadoop and NoSQL databases 
tools have to be used to create a new frame for the next database generations 
(Fig.2), the analysis previously impossible to create because of huge data volume 
and non-supported performances in this concept [18]. 

IBM uses Big data visualization to obtain the general picture of this data [16], 
because the human visual system could process 9 MB information per second that 
corresponds to 1 million letters text per second. They are taking into consideration 
data collected with RFID communications, social media, customers’ data reviews 
stored in long time period, Internet of things (IoT) data and others. According to 
their research, only 26% of companies can analyze unstructured data as sound 
and vision and only 35% are capable to analyze streaming data. They argue that 
the most important is to gain a “Big picture of data” which cannot be created with 
ordinary Dashboard tools and reports tools using Key performance indicators 
(KPI) and historical data. 
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Fig. 1. Gartner 2017 magic quadrant for Data Science platform [13]

Fig. 2. The data extraction and data preparation for visualization [12]

With increasing columns number database and number of data, it is obvious 
that the usual tools cannot meet the challenges. Sometime, data reduction with 
segmentation, clustering, linear regression or logarithmic methods tools are used 
before creation of visualization in order to cover the essential data characteristics 
from 6V (Volume, Variety, Velocity, Veracity, Variability, and Value) [14]. Adding 
the time, some other data types have to be created, suitable for time series 
analysis or sessional analysis with Radar charts and Calendar heat maps. On the 
other hand, in order to understand the customers’ feelings, many other Big data 
are used, as the call centers’ logs, social networks (Fig.3), social media analysis 
(Fig.5) and customers surveys (Fig4). Some methods as extract patterns have 
to be used with techniques as Theme River Visualization or tree maps (Fig.5), 
which can be used to detect relationships between customers. Other structures of 
hierarchical splitting or tree structures can display millions nodes and relations 
between them (Fig.3).
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Fig. 3. Social networks visualization, customers’ fi llings patterns, 
key infl uences and their bands [16]

Fig. 4. Hierarchical data visualization showing the answer number of target companies on 
regional, state and city’s level [16]

4. Strategies and Tools for VDA of Big data

One highlighted question is “Can Big data be directly visualized in database?” 
and this question causes many controversies about what can be achieved by 
this “Big picture” visualization. Certainly this visualization depends on data 
scalability and data structure as well as display size, processor power and the 
user’s needs [15] [19]. Some standards show 12 iterations for terabyte and 15 
iterations for petabyte Big data when preparing data for visualization and this 
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causes integration of DVA tools with Business Analytics Solutions (BAS) [20]. 
One of the VDA and BAS solutions, IBM created Rapidly Adaptive Visualization 
Engine (RAVE) which includes new types of diagrams, unknown before and under 
the development phase. They products use RAVE libraries to enable interactive 
data visualization and solutions which simplify Big data visualization itself.

Fig. 5. Tree map visualization for selection of type of music as streaming data in 
social networks [18]

The global companies admit that they had a huge problems with their data 
understanding as well as customers’ and vendors’ data understanding and they 
got annoyed as they have established a new form of reporting, associated with a 
lot of effort and time spent [22]. Big data analysis was achieved with creating a 
framework that includes Advanced Data Visualization tools with previous defi ned 
semantic defi nitions, data modeling and Data Source Mapping in order to integrate 
data sources that have to be visualized in the middleware and to bring Actionable 
intelligence for customers [6]. Usually they implement Apache Hadoop, eXtrime 
Data Warehouse and Big Data Analytics with creating a focus of self-service BI 
tools, supporting mobile devices and rich and consistent experience forms [22]. 

However, today’s methodologies and techniques are connected with VDA 
of Big data, are more related with usage of Hadoop, MapReduce and Spark as 
the next generation of paradigm for processing of Big Data, helped with visual 
tools for models development, using artifi cial intelligence with machine learning, 
integrated with its MLlib library. Although Apache Spark integrate some Java, 
Scala and Python opportunities, its graphic tools as Seahorse are used to enable 
enhanced visual data analysis. The results obtained with data preparation can be 
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modeled and some iterative preparation can be shown in order to create better 
models for predicting some situations using Machine learning models with 
training algorithms based on previously collected data [21].

The other paradigm for Big Data analysis and visualization is Apache 
Zeppelin as open source web based tool that enable interactive data analysis 
and visualization. It is multifunctional software tool enabling data loading, data 
exploring, data visualization and data collaboration, also using Hadoop и Spark. 
It is a power tool for engineers and Data scientists enabling more productive 
results as they create some outcomes in the development phase, because of easy 
data exchange, analysis and visualization. It is interactive tool enabling long 
lasting workfl ow processes which can be connected with Spark, supported by 
Python codes as well as Scala, Hive, SparkSQL, shell and markdown [21],[22]. 

Fig. 6. Chord Chart created with IBM RAVE advanced tools for Big data visualization [16]

Fig. 7. Overview Areas graph for cars power related to minimal acceleration, 
grouped by year of production
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Fig. 8. Possibility of interactive Detail on demand of cars from database cars.csv

For this purpose, some Big data visualization with Zeppelin are made in 
order to gain some data insights. Data are not previous prepared, just they are 
taken from database in csv format and some interactive visualization are made 
(Fig.7). Interaction with data is enabled using available data features for cars.
csv (Fig.8) or fi lter (Fig.9). VDA enable fi rst overview, selection of data and 
interaction, according to Shneiderman’s [4] visual mantra.

Fig. 9 Filtering on demand – years of production of cars which have to be analyzed

5. Conclusion

The Big data analysis using visual techniques and VDA include a wide range 
of emerging tools. Data are collected from different types of data sources, under 
different platforms, from many devices with automation of the processes and 
some parts of devices which are the part of IoT concept [22]. They are important 
for the organizations and companies because they believe that with their analysis, 
they will have information and knowledge for gaining competitive advantage 
and increased market, innovative ideas which lead to increasing company’s profi t 
[11]. Analyzing processes require preparing procedures with usage of different 
methods of Data science in order to extract useful information and knowledge 
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from data [21]. For this purpose, a whole industry of Data science is developed 
in order to deal with a huge data fl ow in visual way [19]. The used methods for 
realize the concept are complex and includes sometime previous data preparation 
for analysis and visualization. Some tools are able to analyze data directly from 
database. But, many factors infl uence the effi ciency and effectiveness of the visual 
representation and results gained from them [17]. The used tools are developed 
to collaborate and have the possibility to exchange data and some outcome [23]. 
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Abstract. B usiness Intelligence (BI) is software tool that transforms raw data into 
information and knowledge, enabling managers to identify, develop or create new 
strategic business opportunities. Nowadays, BI tools are widely accepted, given 
that they provide direct access to users with intuitive information generated by real-
time data, which can create a competitive advantage. This paper analyzes business 
intelligence software tools that are highest positioned at the Business intelligence 
Gartner’s Magic Quadrant (QlikView, Tableau and Microsoft PowerBI) from a 
multi-criteria perspective in order to get an idea of   the key performance indicators, 
such as: data integration capabilities, hardware specifi cations, tools for data 
visualization and comparison of the used technologies. The theoretical analysis 
is mainly based on the research from available literature on Internet and the 
visualizations are derived from the practical application of these software tools. The 
acquired knowledge in this paper will be particularly important for users interested 
for this kind of software to gain more knowledge when choosing the appropriate BI 
solution to meet their specifi c business needs.

Keywords: BI tools, data analysis, data integration, hardware specifi cation, tools 
for data visualization.

1. Introduction

Business intelligence (BI) is the ability of an organization to collect, maintain, 
and organize data. Large amounts of data and information fl ood produced in the 
companies demands a proactive data analysis tools giving a new opportunities. 
Identifying these opportunities and implementing an effective strategy can 
provide a competitive market advantage and company’s long-term stability [4]. 

BI pr ovide historical, current and predictive views of business operations. 
Common functions of business intelligence technologies are reporting, online 
analytical processing, analytics, data mining, process mining, complex event 
processing, business performance management, benchmarking, text mining, 
predictive analytics and prescriptive analytics. [11].

The goal of modern business intelligence deployments is to support better 
business decision-making. Thus a BI system contains embedded part of decision 
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support system (DSS). The companies use business intelligence as umbrella term 
for many similar concepts, as competitive intelligence, taking into consideration 
that the both concepts support decision making. BI uses technologies, processes, 
and applications to analyze internal and external data, structured data and 
business processes. Competitive intelligence gathers, analyses and disseminates 
information with a topical focus on company competitors. If it is understood 
broadly, business intelligence include the subset of competitive intelligence and 
many others concepts. 

An ex  tended analysis in Business Intelligence is made by Gartner and 
reported as the Magic Quadrant for Business Intelligence Platforms, (Fig.1) [9].

As defi ned by Gartner, BI platforms perform, to wide range of users, 
from IT staff to consultants and business users, to build applications that help 
organizations learn about and understand their business. Taking into consi  deration 
criteria of evaluation of BI software tools, the addit  ional analysis is made in this 
paper, considering business criteria as data integration possibilities of mentioned 
tools, hardware specifi cation, comparison of used technologies and tools for data 
visualization.

Figure 1 – Gartner’s Magic Quadrant for BI platforms [9]

The pap  er is organized as follow. Second section takes into consideration related 
works and previous researches in the area. Third section makes integration overview of 
mentioned BI tools, while fourth section compares the needed hardware specifi cation.  
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The fi fth section highlights the used technology for all considered tools. The sixth section 
clarifi es the visualization tools available for each considered software tool. Finally, the 
concluding section makes some fi nal conclusion about tools’ suitability for BI and their 
convenience for data analysis and visualization.

2. Related works 

Many researches and business analysist analyze the BI market share and 
describe that today’s Big data analysis demands powerful tools to cope with the 
processes of gaining information from data. Using BI tools, decision makers are 
empowered with many excellent tools [10, 12] equipped with additional auxiliary 
tools for data extracting, transforming and load as well as for visualization. These 
tools perform easy transformation of raw data into valuable information [13], 
sometime capable to represent data in visual formats, desirable for the human 
beings [7, 8].

Many authors state that the decision making processes demand usage of BI 
tools in all management companies’ levels [16]. Today, many authors links BI 
with Big data analytics because this area is increasingly important for business 
community in last decade, demanding capable and educated staffs with advanced 
analytical knowledge [5, 15, 18]. For these reasons, leading Universities focus 
new curricula to Data science, data mining and other analytics tools as well as BI 
and Business analytic knowledge to meet business requirements [14].

Many analysts companies as Ovum see the information as company’s wealth 
[3] and BI as strategic tools. They analyze tools according to market share, 
technology, assessed services, user friendliness, execution and market fi t [3]. 
IBM analyzes tools according to possibility to get “big picture” of corporate data 
and then to interactive analysis of selected parameters. For them, it is important 
to gain a “Big Picture” of corporate data that can be done with tools as BI 
Dashboards, reporting tools for Key performance indicators (KPI) and Historical 
data. They also use some new concepts as Rapidly Adaptive Visualization Engine 
(RAVE) with included libraries that contain novel visualization techniques, more 
informing for decision makers [6]. 

Some researchers analyze ability and capabilities of tools for analysis and 
visualization of Big data in order to detect capabilities for business reports, 
business achievements and fi nancial report according to KPIs, earlier defi ned [1, 
2]. The latest attempt is made with intention to explain and highlight some KPI 
of Tableau and Qlik tools through comparative analysis for large number of KPI 
[20].
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3. Integration overview 

3.1 QlikView  

One of the k  ey principles of QlikView is a usage of a wide range of structured 
and unstructured sources of data and common associations between them (Fig.2). 

Figure 2 - Ql ikView can access data from a large variety of sources [17]

QlikView enables ODBC/OLE connections through a simple wizard to 
quickly extract data from source systems. QlikView uses standard SQL queries to 
read data and also use Store Procedures. It can provide access to many different 
types of unstructured data sources through a wide range of methods. 

QlikView provides two connectors to extract data from two common data 
sources that do not provide typical ODBC/OLE drivers: Salesforce.com and SAP 
Netweaver. QlikView supports SharePoint and web parts and provide contents 
and document integration as objects from some portals, allowing users to get data 
and KPIs in dashboards along with other business content in order to provide data 
analysis. 

QlikView also helps organizations reduce reporting costs by allowing them 
to rapidly develop dashboards and applications and to be fl exible in dealing 
with business changes and demands. This include: Management integration 
using programmatic control of common management tasks through web service 
API, Automation & scheduling - Event Driven Execution (EDX) that allows a 
single reload to be launched and then polled for a completion status, Managing 
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documents and source control - a single QlikView fi le is a binary fi le containing a 
load script, data and multiple objects in the UI, Deployment control that enables 
easy roll-out of multiple QlikView applications to one or more environments/ 
QlikView Servers using a single action.

3.2 Tableau

T  ableau connects single data source with a single view for large data sets 
as data warehouses, data marts or fl at fi les. The view can be different as join of 
multiple tables from different data source as: relational database, OLAP database, 
Access MDB fi le, Excel spreadsheet, fl at fi le or Hadoop database in HDFS using 
HIVE and Apache Hadoop from Cloudera. 

Users have the ability to defi ne join operations between tables as long as 
they are supported by the database. If all needed data are in a single database 
management system, such as Oracle, SQL Server, or Teradata, database 
administrator can create a database view pulling data together from various 
schemas or user’s views. 

Data can be stored in structure including transactional (3rd, 4th, or 5th normal 
form), de-normalized “fl at” forms, and star and snowfl ake schemas. The Tableau 
view performance is directly related to the speed of the underlying structure of the 
database. While multidimensional databases generally perform best, a relational 
database with a clean star schema or an analytics-optimized database will perform 
higher than most other highly-normalized transaction-oriented databases.

3.3 Microsoft Power BI

One of Excel’s strongest selling points are tools (Power Pivot, Power Query, 
Power View, and Power Map). Characteristic of them is that after usage of one 
tool for analysis, the others could provide further support. 

Power BI is integrated with a wide range of data sources, including both cloud 
and on-premises solutions. With a wide variety of data sources, it can quickly 
and easily connect to SaaS solutions, on-premises data in SQL Server Analysis 
Services, Azure services, Excel and Power BI Desktop fi les. Using REST APIs, 
you can even connect to custom data sources, such as proprietary corporate data 
or external data services.

One of the advantages of Power BI is that it provides access to all data from 
a single location, regardless of where the data resides. This hybrid approach 
delivers a number of benefi ts: (1) fast time to insight with direct connections 
to popular SaaS solutions; (2) secure, live connectivity to existing, on-premises 
data sources, such as SQL Server Analysis Services tabular; and (3) a scalable 
BI solution that does not require to move any on-premises data to the cloud [19]. 
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4. Hardware spe cifi  cation of QlikView, Tableau and Power BI

The basic system requirements for QlikView, Tableau and Microsoft 
Power BI are given in Table 1. System requirements do not differ a lot. The 
main differences are that QlikView and Microsoft Power BI cannot run on Mac-
computers. QlikView requires much more RAM memory because of its in-
memory technology.

Table 1

QlikView Tableau Microsoft Power 
BI

Platforms 
supported

Available for both 32 
bit & 64 bit

Available for both 32 
bit & 64 bit

Available for both 
32 bit & 64 bit

OS Supported

Windows 7 x64
Windows 8.1 x64
Windows 10 x64
Windows Server 2008 
x64 Edition
Windows Server 2008 
R2
Windows Server 2012
Windows Server 2012 
R2
Windows Server 2016

Microsoft® 
Windows® 10, 8, 7, 
Vista, or XP sp3; or 
Server 2012, 2008, or 
2003 (on x86 or x64 
chipsets)

Windows 10 
, Windows 7, 
Windows 8, 
Windows 8.1, 
Windows Server 
2008 R2, Windows 
Server 2012, 
Windows Server 
2012 R2

RAM

4 GB minimum
Memory requirements 
are directly related to 
the quantity of data 
being analyzed.

2 GB 1.5 GB 

HDD 300 MB total required 
to install 1.5 GB minimum

169 MB to 
download the 
software fi le and 
another 500 MB to 
install the software.

CPU Intel Core 2 Duo or 
higher recommended

Intel Pentium 4 or 
AMD Opteron

1 gigahertz (GHz) 
or faster x86- or 
x64-bit

Starting with Tableau 10.5, new versions of Tableau will only run on 64-bit 
operating systems. Release of Tableau 10.4 is the last version of Tableau Desktop, 
Tableau Reader, and Tableau Public to support 32-bit Windows operating systems. 
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5. The Used Technologies

4.1 QlikView 

The engine behind associative search is QlikView’s next-generation in-
memory architecture. It virtually eliminates the problems and complexity 
plaguing traditional, slow, disk-based and query-based BI tools that deliver more 
than static, prepackaged data. With QlikView, all data is loaded in memory and 
available for instant associative search and real-time analysis with a few clicks.

QlikView breaks out of the gridlock of the traditional BI world, where 
business users and developers spend months documenting and coding these 
requirements into dashboards, analysis, and reports, using different products for 
each output. Pulling data into QlikView takes just minutes because data is not 
required to be staged or stored in intermediary formats such as data warehouses 
or cubes (although QlikView can source data from these systems).

QlikView integrates both the building of the back-end underlying analytic 
calculations with the front-end user interface. With this complete BI solution, 
developers have one place to build, instead of having to use separate BI tools 
for dashboards, analysis and reports. QlikView application provides powerful 
associative search and data visualization capabilities that allow business users to 
view their own slice of the underlying data.

4.2 Tableau

Tableau provides two modes for interacting with data: Live connection or 
In-memory. Users can switch between a live and in-memory connection as they 
choose. 

Live connection: Tableau’s data connectors leverage existing data 
infrastructure by sending dynamic SQL or MDX statements directly to the source 
database rather than importing all the data. This means that if it is invested in a 
fast, analytics-optimized database like Vertica, the benefi ts of that investment by 
connecting live to data will be obtained. This leaves the data detail in the source 
system and send the aggregate results of queries to Tableau. Additionally, this 
means that Tableau can effectively utilize unlimited amounts of data. In fact, 
Tableau is the front-end analytics client to many of the largest databases in the 
world. Tableau has optimized each connector to take advantage of the unique 
characteristics of each data source. 

In-memory: Tableau offers a fast, in-memory Data Engine that is optimized 
for analytics. You can connect to data and then, with one click, extract data 
to bring it in-memory in Tableau. Tableau’s Data Engine fully utilizes entire 
system to achieve fast query response on hundreds of millions of rows of data 
on commodity hardware. Because the Data Engine can access disk storage as 
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well as RAM and cache memory, it is not limited by the amount of memory on a 
system. There is no requirement that an entire data set can be loaded into memory 
to achieve its performance goals.

4.3 Microsoft Power BI

Microsoft Power BI has long been providing BI platform technologies 
such as SQL Server Analysis Service (SSAS), but has long been absent from 
delivering client or presentation layer technologies such as Online Analytical 
Processing (OLAP). Excel Pivot tables have been around for a while and can 
facilitate simple multi-dimensional analysis, but Excel’s fl exibility threatens data 
integrity, Excel’s memory limitations limit data set volumes, and this type of 
solution falls far short of enterprise data warehouse capabilities. 

The underlying Power BI technology is an in-memory analytics engine and 
columnar database that supports tabular data store structures used by Power Pivot. 
This achieves a balance between performance and ease of use (as compared to 
three dimensional cubes which require more complex assembly and query 
languages, such as MDX (multidimensional expressions) for SSAS).

6. Too   l for data visualization of QlikView, Tableau and Power BI

Comparing the tools for data visualization of Tableau and QlikView, the 
conclusion is that both software have many visualization tools. Standard charts 
(bar chart, line chart, pie chart, area chart, and scatter plot) are available in 
Tableau and QlikView. Add itionaly, Tableau can visualize other chart such as 
histograms, box-and-whisker plots, fi l led maps, packed bubble charts and word 
clouds which are not available in QlikView. QlikView gives the possibility to 
make gauge charts, funnel charts, grid charts and Mekko chart. 

Word cloud is a visualization method that displays how frequently words 
appear in a given body of text, by making the size of each word proportional 
to its frequency. In this paper as a body of text we used word from abstract and 
introduction of this paper, (Fig.3). 

Funnel charts is often used to represent stages in a sales process and show the 
amount of potential revenue for each stage. This type of chart can also be useful 
in identifying potential problem areas in an organization’s sales processes. For 
these reasons, this type of visualization is shown (Fig.4). The visualization shows 
the total revenue per country. 

Power BI offers a variety of visualization options such as: bar, line, area, 
waterfall, treemaps, donut, pie charts, stacked charts, bubble charts, geographical 
charts, and gauges based on a percentage value as well as card visualization. 
Microsoft has made the source code for the Power BI visuals publicly available 
and is enabling developers to build custom visuals for Power BI. 
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In this paper we decided to present this type of visualization, (Fig.5) because 
currently is only supported in Power BI. A chart contains data for certain cities, as 
well as a picture of the fl ag of the country in which the city is located. The image 
is obtained through the URL that is saved in a separate column in the table.

Mapping is also integrated in the Tableau software with geospatial and 
thematic maps that overlay. Tableau maps do not use 3D charts and do not 
have movie/video recording like Power Map. Microsoft Power Map has 3D, 
fl at thematic mapping, heatmap visualizations, data layer overlay mapping and 
unique movie/video recording features. Mapping is not standardly integrated 
in QlikView. To visualize data on a map it requires to purchase an additional 
extension such as GeoQlik.

Tableau and QlikView both offer the ability to do statistical analysis and 
forecasting, while Power BI has yet to add this capability.

Figure 3 – Word cloud visualization created in Tableau

 

Figure 4 – Funnel char in QlikView    Figure 5 – Card visualization in Power BI
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Conclusion

The paper presented analysis considering business criteria as: data integration 
possibilities, hardware specifi cation, comparison of used technologies and tools 
for data visualization taking into consideration Tableau, QlikView and Microsoft’s 
Power BI. These software are competitive market leaders in BI, positioned in the 
group of leaders according to world’s leading information technology research 
and advisory company Gartner. 

From our theoretical and practical view, QlikView enable users to gain 
business insights by understanding how data is associated and what data is not 
related by in-memory architecture which addresses the problems by the traditional 
disk-based and query-based BI tools. Users with suffi cient processing power can 
analyze enormous amount of data, but is not really meant for people who are not 
programmers.

Tableau’s has user friendly drag and drop capabilities allow non-technical 
users to easily create and develop their dashboards. From the other side, Tableau 
still has weaknesses in the area of data integration across data sources. Tableau 
supports a diverse range of data connectivity options but offers a low level support 
when it comes to integrating combinations of these sources in preparation for 
analysis.

Microsoft Power BI offers a competitive advantage with its insightful 
reporting and sharing capabilities, simple visualizations, and integration into the 
Microsoft packages. Microsoft was ranked in the top quartile of Magic Quadrant 
vendors for user enablement (only Tableau ranked slightly higher), with high 
scores for online tutorials, community support, conferences and documentation. 
Microsoft capabilities for advanced analytics within Power BI are limited. Even 
simple forecasting must be done externally within Excel.

From our practical application for the purposes of this paper we separated 
three visualization: Word cloud in Tableau, Funnel cloud in QlikView and Card 
Visualization in Power BI.
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Abstract. Research and investigations on computer security problems show that 
the most malicious problem is the information disclosure. Today this problem is 
enormous in the context of the new cloud services. The paper is an overview of 
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1   Introduction

The main terms used in computer security are attack, vulnerability and weakness.
Attack is a sequence of actions (manual, automatic or both) initiated by an 

attacker against a software intensive system to gain an unauthorized access to or 
some benefi ts from the system. There is always motivation for the attack. Attack 
targets are software weaknesses.

Software weakness is an intentional or unintentional bug in the system 
architecture, design, implementation or confi guration.

Vulnerability is a weakness that can be successfully exploited by an attack. 
Not every weakness available in the software is a vulnerability - it can be protected 
by some security mechanisms.

The weaknesses represent the computer security statics of the system. The 
attacks represent computer security dynamic of the system. The vulnerabilities 
are bridge between the static and dynamic.

This conceptual system (attack, vulnerability and weakness) is supported in 
many computer security repositories.

“An information exposure is the intentional or unintentional disclosure of 
information to an actor that is not explicitly authorized to have access to that 
information.” [1]

Alternative terms are information leak and information disclosure. The 
term “information leak” in computer security is used additionally in the sense of 
resource leak, i.e. improper tracking of resources which can lead to exhaustion. 
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The term “information disclosure” does not refer to disclosure of security-
relevant information. It used mainly in vulnerability databases and policies and 
legal documents.

Unauthorized information disclosure implies that the information is sensitive 
in some way, i.e. it is classifi ed as such one by the corresponding authorities. 
For the purpose of this paper it is not important how the information is classifi ed 
as sensitive.

Data masking is a fundamental component of data security used for data 
anonymization (de-identifi cation). It enables organizations to de-identify, mask 
and transform sensitive data. Anonymized data can be used for research purpose. 
A range of transformation techniques can be applied to substitute sensitive data 
with contextually-accurate but fi ctionalized data to produce accurate research 
results. By masking personally-identifying information, organizations can protect 
the privacy and security of confi dential data, and support compliance with local 
and international privacy regulations.

There are 3 types of data anonymization: masking identifi ers in unstructured 
data, privacy preserving data analyses (interactive scenario) and transforming 
structured data (non-interactive scenario). [2]

The next aspects in anonymization algorithms must be balanced: use cases, 
types of data, risk and thread models, privacy models (syntactic or semantic), 
transformation methods and utility measures (loss of information).

Important aspects of the use cases are:
• Who or what processes the data and in which way? Humans (types of 

analyses, interactive or non-interactive) or machines (classifi cation, 
clustering).

• How will the data be released? Access control (open or restricted) or 
continuous data publishing (multiple views, re-release – incremental or 
new attributes).

• Is the data distributed? Collaborative environments (vertical or 
horizontal).

Important properties of the data are data type (relational or transactional), 
data dimensionality, and data clusterization. Transactional data consists of set-
valued attributes.

Among the transformation techniques are string literal values, character 
substrings, random or sequential numbers, arithmetic expressions, concatenated 
expressions, date aging, lookup values and intelligence.

2   Motivations
Anonymization must be treated in the context of the concrete use cases. Data 
anonymization is data protection from unauthorized access, i.e. there is an 
intended or unintended attack for data disclosure. From that point of view, data 
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disclosure is a vulnerability that occurs as result of an attack on some weakness. 
Therefore data anonymization is a mitigation or prevention of data disclosure 
weaknesses in software intensive systems.

The main subject for data anonymization are so called Personally Identifi able 
Information (PII) and Protected Health Information (PHI).

PII is information that alone or in combination with other information allows 
a person to be identifi ed. This is information that permits individual persons to be 
revealed from the mass of information. Part of the PII is information associated 
with the person.

PII can be fi nancial (card number, bank account number and balance on it), 
employment details (salary, position occupation), personal (photo, biometric data, 
birth date, sex, marital status), education (college, university, qualifi cations), 
contacts (e-mail, phone number), medical data (past and current diseases).

PHI is collected, generated, stored and transmitted by the health care vendors. 
This information directly or indirectly identifi es the individuals.

Some of the reasons for data anonymizations:
1. The business generates sensitive data and these data must be protected.
2. The malicious use of personal data is subject of regulatory and legal 

prosecutions.
3. The misuse of sensitive data generate enormous loses for the business.
4. There are operational risks in the context of outsourcing and cooperation.
5. There are legal and compliance requirements.

The main goal of the current research is to identify the weaknesses that can 
gain to data disclosure. For that purpose Common Weaknesses Enumeration 
(CWE) [3] is used.

3   Weaknesses
“CWE-200: Information Exposure” is a class weakness. It status is incomplete. It 
participates in many views and is starting point for this research. CWE-200 is the 
ancestor of the next weaknesses:

• CWE-201: Information Exposure Through Sent Data (variant) (draft)
• CWE-202: Exposure of Sensitive Data Through Data Queries (variant) 

(draft)
• CWE-203: Information Exposure Through Discrepancy (class) 

(incomplete)
· CWE-204: Response Discrepancy Information Exposure (base) 

(incomplete)
· CWE-205: Information Exposure Through Behavioral 

Discrepancy (base) (incomplete)
CWE-206: Information Exposure of Internal State 

Through Behavioral Inconsistency (variant) (incomplete)
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CWE-207: Information Exposure Through an External 
Behavioral Inconsistency (variant) (draft)

· CWE-208: Information Exposure Through Timing Discrepancy 
(base) (incomplete)

• CWE-209: Information Exposure Through an Error Message (base) 
(draft)

· CWE-210: Information Exposure Through Self-generated Error 
Message (base) (draft)
CWE-535: Information Exposure Through Shell Error 

Message (variant) (incomplete)
CWE-536: Information Exposure Through Servlet 

Runtime Error Message (variant) (incomplete)
CWE-537: Information Exposure Through Java Runtime 

Error Message (variant) (incomplete)
· CWE-211: Information Exposure Through Externally-generated 

Error Message (base) (incomplete)
· CWE-550: Information Exposure Through Server Error Message 

(variant) (incomplete)
• CWE-212: Improper Cross-boundary Removal of Sensitive Data (base) 

(incomplete)
• CWE-213: Intentional Information Exposure (base) (draft)
• CWE-214: Information Exposure Through Process Environment (variant) 

(incomplete)
• CWE-215: Information Exposure Through Debug Information (variant) 

(draft)
· CWE-11: ASP.NET Misconfi guration: Creating Debug Binary 

(variant) (draft)
• CWE-226: Sensitive Information Uncleared Before Release (base) 

(draft)
· CWE-244: Improper Clearing of Heap Memory Before Release 

(‘Heap Inspection’) (variant) (draft)
• CWE-359: Exposure of Private Information (‘Privacy Violation’) (class) 

(incomplete)
· CWE-202: Exposure of Sensitive Data Through Data Queries 

(variant) (draft)
• CWE-497: Exposure of System Data to an Unauthorized Control Sphere 

(variant) (incomplete)
• CWE-524: Information Exposure Through Caching (variant) (incomplete)

· CWE-525: Information Exposure Through Browser Caching 
(variant) (incomplete)

• CWE-526: Information Exposure Through Environmental Variables 
(variant) (incomplete)
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• CWE-538: File and Directory Information Exposure (base) (draft)
· CWE-527: Exposure of CVS Repository to an Unauthorized 

Control Sphere (variant) (draft)
· CWE-528: Exposure of Core Dump File to an Unauthorized 

Control Sphere (variant) (draft)
· CWE-529: Exposure of Access Control List Files to an 

Unauthorized Control Sphere (variant) (incomplete)
· CWE-530: Exposure of Backup File to an Unauthorized Control 

Sphere (variant) (incomplete)
· CWE-532: Information Exposure Through Log Files (variant) 

(incomplete)
CWE-533: Information Exposure Through Server Log 

Files (variant) (incomplete)
CWE-534: Information Exposure Through Debug Log 

Files (variant) (draft)
CWE-542: Information Exposure Through Cleanup Log 

Files (variant) (incomplete)
· CWE-539: Information Exposure Through Persistent Cookies 

(variant) (incomplete)
· CWE-540: Information Exposure Through Source Code (variant) 

(incomplete)
CWE-531: Information Exposure Through Test Code 

(variant) (incomplete)
CWE-541: Information Exposure Through Include Source 

Code (variant) (incomplete)
CWE-615: Information Exposure Through Comments 

(variant) (incomplete)
· CWE-548: Information Exposure Through Directory Listing 

(variant) (draft)
· CWE-651: Information Exposure Through WSDL File (variant) 

(incomplete)
• CWE-598: Information Exposure Through Query Strings in GET Request 

(variant) (draft)
• CWE-612: Information Exposure Through Indexing of Private Data 

(variant) (draft)
Now, let’s analyze this hierarchy of weaknesses.
Every CWE node can be in one of the next statuses:

• “stable” means that the node is ready for public discussion.
• “draft” means that only an initial description is available and further 

clarifi cation must be done.
• “incomplete” means that the node is not carefully investigated in details.
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The life cycle of the node is draft-incomplete-stable. In the last state, the 
node can be fully utilized.

First, all these weaknesses are in status “incomplete” or “draft”. In that case, 
how useful is the presented information for further research? It is clear that with 
information in such a state is impossible to be done more formal research. The 
hierarchy is under development and only after one or two new versions would be 
in status dominated by “stable” states.

Second, the hierarchy is organized in very strange way. Today, object-
oriented approach dominates in the programming and computer professionals can 
expect that hierarchy is organized following the logic class-base-variant, i.e. the 
most specifi c are variants that can be generalized to bases and the last one can 
be generalized to classes. On the top are views - in that case the Research View.

Several words about views, classes, bases and variants:
• The view organizes weaknesses in a hierarchy from specifi c point of 

view.
• The class describes a set of weaknesses with common characteristics. It 

description usually is independent of specifi c programming language or 
technology.

• The base is an abstract description more specifi c than the class, but it can 
be used for weakness detection and prevention.

• The variant has the most detailed description linked with some 
programming language or technology.

CWE-200 hierarchy contains nodes of the same type in relationship parent-
child. For example CWE-532 (variant) has as children the variants CWE-533, 
CWE-534 and CWE-542.

In that hierarchy nodes of intermediate types are not obligatory. For Example, 
CWE-201 (variant) directly is a child of CWE-200 (class).

The generalization, in object-oriented programming and design, uses a single 
concept to generalize more specifi c elements in one more abstract one. In the 
CWE case, this means that several variants have to be generalized in one base, 
and that several bases have to be generalized in one class because they are at 
different abstraction levels. But from the CWE-200 hierarchy it is clear that the 
concepts of class, base and variant are not used for that purpose. For example 
CWE-200 have as children several variants (CWE-201 etc.), a class (CWE-203), 
and several bases (CWE-209 etc.).

The concepts of class, base and variant are used as node attribute describing 
its abstraction level and they have no relation with hierarchy organization.

Now, the question is “How CWE-200 hierarchy is organized?” After careful 
investigation of the contents it becomes clear that the hierarchy is organized 
following attack vectors hierarchy.

An attack vector is a path or means by which an attacker can gain access to 
the system. Attack vectors enable attackers to exploit system vulnerabilities.
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Attack vectors at the top of CWE-200 hierarchy are:
• data transmission (CWE-201);
• query execution (CWE-202);
• discrepancies (CWE-203):

· response discrepancies (CWE-204);
· behavior discrepancies (CWE-205):

 internal state behavioral inconsistency (CWE-206);
 external state behavioral inconsistency (CWE-207).

· timing discrepancies (CWE-208).
• error messages (CWE-209);
• etc.

Third, CWE-202 participates two times in the hierarchy: one time as a child 
of CWE-200 and the second time as a child of CWE-359. This hierarchy is at 
least strange.

A hierarchy of weaknesses must help to detect them in the code. It must be a 
base for further research and investigation on these weaknesses. This means that 
the hierarchy must be organized in object-oriented style - from more abstract to 
more specifi c elements. Every node in this hierarchy must be self-contained and 
useful, i.e. its formal specifi cation must not be trivial one. If this does not happened 
- the node contains pointless description. The node specifi cation must be the base 
for automatic detection of the corresponding weakness. The description must not 
be a common parlance on the topic.

In the Appendix is given a summary of weaknesses that can gain to 
information disclosure.

4   Mitigations
Information disclosure can be established during the system architecture, design 
or implementation phases. It is not related with specifi c programming languages 
or technologies. This class of weaknesses more frequently can be found for the 
architecture paradigm of mobile applications.

Consequences from the successful exploitation of information disclosure 
weaknesses are on confi dentiality because the attackers can read application data.

This class of weaknesses can be detected using the following methods:
• automatic static analyses of binary code or bytecode with partial 

effi ciency;
• dynamic analyses with automatic interpretation of the results with high 

effi ciency;
• dynamic analyses with manual interpretation of the results with partial 

effi ciency;
• manual static analyses of source code with high effi ciency;
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• automatic static analyses of source code with high effi ciency;
• architecture or design review with high effi ciency.

This class of weaknesses can be mitigated during architecture / design phase 
using the principle of privilege separation. The system must be partitioned in safe 
areas of trust. Sensitive data must not cross safe area boundaries. The system must 
be built on these safe areas. The privileges must be managed by the principle of 
least privilege, i.e. the trusted entity should receive only the privilege needed to 
perform its operations and when the need of such a privilege is way it must be 
dropped.

5   Conclusion
Data anonymization is the perfect solution for data protection, because even in 
the case of successful attack, the attacker access useless data, but there are two 
problems with data anonymization:

1. How useful for data analysis are anonymized data?
2. The process for data anonymization still remains a subject for data 

disclosure attacks. Therefore, it must be protected enough for that kind of 
attacks using above mentioned weaknesses.

The idea to use software weaknesses for data security improvement is a 
good idea - a preventive action. It is possible to prevent weaknesses as early as 
possible in the software life cycle. Later on, to remove discovered vulnerabilities 
is expensive or even impossible. 

On the other hand, hierarchy of information disclosure weaknesses is 
currently under development - there are no one weakness in stable state. This 
hierarchy is only informative one and as a whole not usable. Will the hierarchy be 
usable when it reaches the stable state is under question that would be discussed 
in another place.

It is clear that to protect data from disclosure using CWE weaknesses would 
not happened for now. Then what to do? An answer is to use available repositories 
for attacks and vulnerabilities. Every important technology or product has such 
repositories.

There are no links among these specifi c repositories. It is possible a 
vulnerability reported in one repository (and even currently removed) to be 
available for the same kind of technology or product (and even not reported). 
Typical example is CVE-2002-2031 that has been reported for Internet Explorer 
and is not available for the newest versions, but is in full power and even not 
reported for all other widespread browsers.
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A ppendix: CWEs

A.1 CWE-201: Information Exposure Through Sent Data

The accidental exposure of sensitive information through sent data refers to the 
transmission of data which are either sensitive in and of itself or useful in the 
further exploitation of the system through standard data channels.

A.2 CWE-202: Exposure of Sensitive Data Through Data Queries

When trying to keep information confi dential, an attacker can often infer some of 
the information by using statistics.

In situations where data should not be tied to individual users, but a large 
number of users should be able to make queries that “scrub” the identity of users, 
it may be possible to get information about a user -- e.g., by specifying search 
terms that are known to be unique to that user.

A.3 CWE-203 Information Exposure Through Discrepancy

The product behaves differently or sends different responses in a way that exposes 
security-relevant information about the state of the product, such as whether a 
particular operation was successful or not.

A.3.1 CWE-204: Response Discrepancy Information Exposure

The software provides different responses to incoming requests in a way that 
allows an actor to determine system state information that is outside of that 
actor’s control sphere.

This issue frequently occurs during authentication, where a difference in 
failed-login messages could allow an attacker to determine if the username is 
valid or not. These exposures can be inadvertent (bug) or intentional (design).

A.3.2 CWE-205: Information Exposure Through Behavioral Discrepancy

The product’s actions indicate important differences based on (1) the internal 
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state of the product or (2) differences from other products in the same class.
For example, attacks such as OS fi ngerprinting rely heavily on both behavioral 

and response discrepancies.

A.3.2.1 CWE-206: Information Exposure of Internal State Through 
Behavioral Inconsistency

Two separate operations in a product cause the product to behave differently in 
a way that is observable to an attacker and reveals security-relevant information 
about the internal state of the product, such as whether a particular operation was 
successful or not.

A.3.2.2 CWE-207: Information Exposure Through an External Behavioral 
Inconsistency

“The product behaves differently than other products like it, in a way that is 
observable to an attacker and exposes security-relevant information about which 
product is being used.”

A.3.3 CWE-208: Information Exposure Through Timing Discrepancy

Two separate operations in a product require different amounts of time to 
complete, in a way that is observable to an actor and reveals security-relevant 
information about the state of the product, such as whether a particular operation 
was successful or not.

A.4 CWE-209: Information Exposure Through an Error Message

The software generates an error message that includes sensitive information 
about its environment, users, or associated data.

The sensitive information may be valuable information on its own (such as 
a password), or it may be useful for launching other, more deadly attacks. If an 
attack fails, an attacker may use error information provided by the server to launch 
another more focused attack. For example, an attempt to exploit a path traversal 
weakness (CWE-22) might yield the full pathname of the installed application. In 
turn, this could be used to select the proper number of “..” sequences to navigate 
to the targeted fi le. An attack using SQL injection (CWE-89) might not initially 
succeed, but an error message could reveal the malformed query, which would 
expose query logic and possibly even passwords or other sensitive information 
used within the query.

A.4.1 CWE-210: Information Exposure Through Self-generated Error 
Message

The software identifi es an error condition and creates its own diagnostic or error 
messages that contain sensitive information.
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A.4.1.1 CWE-535: Information Exposure Through Shell Error Message

A command shell error message indicates that there exists an unhandled exception 
in the web application code. In many cases, an attacker can leverage the conditions 
that cause these errors in order to gain unauthorized access to the system.

A.4.1.2 CWE-536: Information Exposure Through Servlet Runtime Error 
Message

A servlet error message indicates that there exists an unhandled exception in your 
web application code and may provide useful information to an attacker.

A.4.1.3 CWE-537: Information Exposure Through Java Runtime Error 
Message

In many cases, an attacker can leverage the conditions that cause unhandled 
exception errors in order to gain unauthorized access to the system.

A.4.2 CWE-211: Information Exposure Through Externally-generated 
Error Message

The software performs an operation that triggers an external diagnostic or error 
message that is not directly generated by the software, such as an error generated 
by the programming language interpreter that the software uses. The error can 
contain sensitive system information.

A.4.3 CWE-550: Information Exposure Through Server Error Message

Certain conditions, such as network failure, will cause a server error message to 
be displayed.

While error messages in and of themselves are not dangerous, per se, it is 
what an attacker can glean from them that might cause eventual problems.

A.5 CWE-212: Improper Cross-boundary Removal of Sensitive Data

The software uses a resource that contains sensitive data, but it does not properly 
remove that data before it stores, transfers, or shares the resource with actors in 
another control sphere.

Resources that may contain sensitive data include documents, packets, 
messages, databases, etc. While this data may be useful to an individual user or 
small set of users who share the resource, it may need to be removed before the 
resource can be shared outside of the trusted group. The process of removal is 
sometimes called cleansing or scrubbing.

For example, software that is used for editing documents might not remove 
sensitive data such as reviewer comments or the local pathname where the 
document is stored. Or, a proxy might not remove an internal IP address from 



102

headers before making an outgoing request to an Internet site.

A.6 CWE-213: Intentional Information Exposure

A product’s design or confi guration explicitly requires the publication of 
information that could be regarded as sensitive by an administrator.

A.7 CWE-214: Information Exposure Through Process Environment

A process is invoked with sensitive arguments, environment variables, or other 
elements that can be seen by other processes on the operating system.

Many operating systems allow a user to list information about processes 
that are owned by other users. This information could include command line 
arguments or environment variable settings. When this data contains sensitive 
information such as credentials, it might allow other users to launch an attack 
against the software or related resources.

A.8 CWE-215: Information Exposure Through Debug Information

The application contains debugging code that can expose sensitive information 
to untrusted parties.

A.8.1 CWE-11: ASP.NET Misconfi guration: Creating Debug Binary

Debugging messages help attackers learn about the system and plan a form of 
attack.
ASP .NET applications can be confi gured to produce debug binaries. These 
binaries give detailed debugging messages and should not be used in production 
environments. Debug binaries are meant to be used in a development or testing 
environment and can pose a security risk if they are deployed to production.

A.9 CWE-226: Sensitive Information Uncleared Before Release

The software does not fully clear previously used information in a data structure, 
fi le, or other resource, before making that resource available to a party in another 
control sphere.

This typically results from new data that is not as long as the old data, which 
leaves portions of the old data still available. Equivalent errors can occur in other 
situations where the length of data is variable but the associated data structure is 
not. If memory is not cleared after use, it may allow unintended actors to read the 
data when the memory is reallocated.

A.9.1 CWE-244: Improper Clearing of Heap Memory Before Release 
(‘Heap Inspection’)

Using realloc() to resize buffers that store sensitive information can leave the 
sensitive information exposed to attack, because it is not removed from memory. 
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When sensitive data such as a password or an encryption key is not removed 
from memory, it could be exposed to an attacker using a “heap inspection” attack 
that reads the sensitive data using memory dumps or other methods. The realloc() 
function is commonly used to increase the size of a block of allocated memory. 
This operation often requires copying the contents of the old memory block into 
a new and larger block. This operation leaves the contents of the original block 
intact but inaccessible to the program, preventing the program from being able to 
scrub sensitive data from memory. If an attacker can later examine the contents 
of a memory dump, the sensitive data could be exposed.

A.10 CWE-359: Exposure of Private Information (‘Privacy Violation’)

The software does not properly prevent private data (such as credit card numbers) 
from being accessed by actors who either (1) are not explicitly authorized to 
access the data or (2) do not have the implicit consent of the people to which the 
data is related.

Mishandling private information, such as customer passwords or Social 
Security numbers, can compromise user privacy and is often illegal. An exposure 
of private information does not necessarily prevent the software from working 
properly, and in fact it might be intended by the developer, but it can still be 
undesirable (or explicitly prohibited by law) for the people who are associated 
with this private information.

Privacy violations may occur when:
1. Private user information enters the program.
2. The data is written t an external location, such as the console, fi le system, 

or network.
Private data can enter a program in a variety of ways:

1. Directly from the user in the form of a password or personal information
2. Accessed from a database or other data store by the application
3. Indirectly from a partner or other third party

Some types of private information include:
• Government identifi ers, such as Social Security Numbers
• Contact information, such as home addresses and telephone numbers
• Geographic location - where the user is (or was)
• Employment history
• Financial data - such as credit card numbers, salary, bank accounts, and 

debts
• Pictures, video, or audio
• Behavioral patterns - such as web surfi ng history, when certain activities 

are performed, etc.
• Relationships (and types of relationships) with others - family, friends, 

contacts, etc.
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• Communications - e-mail addresses, private e-mail messages, SMS text 
messages, chat logs, etc.

• Health - medical conditions, insurance status, prescription records
• Credentials, such as passwords, which can be used to access other 

information.
Some of this information may be characterized as PII (Personally Identifi able 

Information), Protected Health Information (PHI), etc. Categories of private 
information may overlap or vary based on the intended usage or the policies and 
practices of a particular industry.

Depending on its location, the type of business it conducts, and the nature 
of any private data it handles, an organization may be required to comply with 
one or more of the following federal and state regulations: - Safe Harbor Privacy 
Framework [R.359.2] - Gramm-Leach Bliley Act (GLBA) [R.359.3] - Health 
Insurance Portability and Accountability Act (HIPAA) [R.359.4] - California SB-
1386 [R.359.5].

Sometimes data that is not labeled as private can have a privacy implication 
in a different context. For example, student identifi cation numbers are usually not 
considered private because there is no explicit and publicly-available mapping 
to an individual student’s personal information. However, if a school generates 
identifi cation numbers based on student social security numbers, then the 
identifi cation numbers should be considered private.

Security and privacy concerns often seem to compete with each other. 
From a security perspective, all important operations should be recorded so that 
any anomalous activity can later be identifi ed. However, when private data is 
involved, this practice can in fact create risk. Although there are many ways in 
which private data can be handled unsafely, a common risk stems from misplaced 
trust. Programmers often trust the operating environment in which a program 
runs, and therefore believe that it is acceptable store private information on the 
fi le system, in the registry, or in other locally-controlled resources. However, 
even if access to certain resources is restricted, this does not guarantee that the 
individuals who do have access can be trusted.

A.11 CWE-497: Exposure of System Data to an Unauthorized Control 
Sphere

Exposing system data or debugging information helps an adversary learn about 
the system and form an attack plan.

An information exposure occurs when system data or debugging information 
leaves the program through an output stream or logging function that makes it 
accessible to unauthorized parties. An attacker can also cause errors to occur by 
submitting unusual requests to the web application. The response to these errors 
can reveal detailed system information, deny service, cause security mechanisms 
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to fail, and crash the server. An attacker can use error messages that reveal 
technologies, operating systems, and product versions to tune the attack against 
known vulnerabilities in these technologies. An application may use diagnostic 
methods that provide signifi cant implementation details such as stack traces as 
part of its error handling mechanism.

A.12 CWE-524: Information Exposure Through Caching

The application uses a cache to maintain a pool of objects, threads, connections, 
pages, or passwords to minimize the time it takes to access them or the resources 
to which they connect. If implemented improperly, these caches can allow access 
to unauthorized information or cause a denial of service vulnerability.

A.12.1 CWE-525: Information Exposure Through Browser Caching

For each web page, the application should have an appropriate caching policy 
specifying the extent to which the page and its form fi elds should be cached.

A.13 CWE-526: Information Exposure Through Environmental Variables

Environmental variables may contain sensitive information about a remote server.

A.14 CWE-538: File and Directory Information Exposure

The product stores sensitive information in fi les or directories that are accessible 
to actors outside of the intended control sphere.

A.14.1 CWE-527: Exposure of CVS Repository to an Unauthorized Control 
Sphere

The product stores a CVS repository in a directory or other container that is 
accessible to actors outside of the intended control sphere.

Information contained within a CVS subdirectory on a web server or other 
server could be recovered by an attacker and used for malicious purposes. This 
information may include usernames, fi lenames, path root, and IP addresses.

A.14.2 CWE-528: Exposure of Core Dump File to an Unauthorized Control 
Sphere

The product generates a core dump fi le in a directory that is accessible to actors 
outside of the intended control sphere.

A.14.3 CWE-529: Exposure of Access Control List Files to an Unauthorized 
Control Sphere

The product stores access control list fi les in a directory or other container that is 
accessible to actors outside of the intended control sphere.

Exposure of these access control list fi les may give the attacker information 
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about the confi guration of the site or system. This information may then be used 
to bypass the intended security policy or identify trusted systems from which an 
attack can be launched.

A.14.4 CWE-530: Exposure of Backup File to an Unauthorized Control 
Sphere

A backup fi le is stored in a directory that is accessible to actors outside of the 
intended control sphere.

Often, old fi les are renamed with an extension such as .~bk to distinguish 
them from production fi les. The source code for old fi les that have been renamed 
in this manner and left in the webroot can often be retrieved. This renaming 
may have been performed automatically by the web server, or manually by the 
administrator.

A.14.5 CWE-532: Information Exposure Through Log Files

Information written to log fi les can be of a sensitive nature and give valuable 
guidance to an attacker or expose sensitive user information.

While logging all information may be helpful during development stages, 
it is important that logging levels be set appropriately before a product ships so 
that sensitive user data and system information are not accidentally exposed to 
potential attackers.

A.14.5.1 CWE-533: Information Exposure Through Server Log Files

A server.log fi le was found. This can give information on whatever application 
left the fi le. Usually this can give full path names and system information, and 
sometimes usernames and passwords.

A.14.5.2 CWE-534: Information Exposure Through Debug Log Files

The application does not suffi ciently restrict access to a log fi le that is used for 
debugging.

A.14.5.3 CWE-542: Information Exposure Through Cleanup Log Files

The application does not properly protect or delete a log fi le related to cleanup.

A.14.6 CWE-539: Information Exposure Through Persistent Cookies

Persistent cookies are cookies that are stored on the browser’s hard drive. This 
can cause security and privacy issues depending on the information stored in the 
cookie and how it is accessed.

Cookies are small bits of data that are sent by the web application but stored 
locally in the browser. This lets the application use the cookie to pass information 
between pages and store variable information. The web application controls what 
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information is stored in a cookie and how it is used. Typical types of information 
stored in cookies are session Identifi ers, personalization and customization 
information, and in rare cases even usernames to enable automated logins. There 
are two different types of cookies: session cookies and persistent cookies. Session 
cookies just live in the browser’s memory, and are not stored anywhere, but 
persistent cookies are stored on the browser’s hard drive.

A.14.7 CWE-540: Information Exposure Through Source Code

Source code on a web server often contains sensitive information and should 
generally not be accessible to users.

There are situations where it is critical to remove source code from an area or 
server. For example, obtaining Perl source code on a system allows an attacker to 
understand the logic of the script and extract extremely useful information such 
as code bugs or logins and passwords.

A.14.7.1 CWE-531: Information Exposure Through Test Code

Accessible test applications can pose a variety of security risks. Since developers 
or administrators rarely consider that someone besides themselves would even 
know about the existence of these applications, it is common for them to contain 
sensitive information or functions.

A.14.7.2 CWE-541: Information Exposure Through Include Source Code

If an include fi le source is accessible, the fi le can contain usernames and passwords, 
as well as sensitive information pertaining to the application and system.

A.14.7.3 CWE-615: Information Exposure Through Comments

While adding general comments is very useful, some programmers tend to leave 
important data, such as: fi lenames related to the web application, old links or 
links which were not meant to be browsed by users, old code fragments, etc.

An attacker who fi nds these comments can map the application’s structure 
and fi les, expose hidden parts of the site, and study the fragments of code to 
reverse engineer the application, which may help develop further attacks against 
the site.

A.14.8 CWE-548: Information Exposure Through Directory Listing

A directory listing is inappropriately exposed, yielding potentially sensitive 
information to attackers.

A directory listing provides an attacker with the complete index of all the 
resources located inside of the directory. The specifi c risks and consequences 
vary depending on which fi les are listed and accessible.
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A.14.9 CWE-651: Information Exposure Through WSDL File

The Web services architecture may require exposing a WSDL fi le that contains 
information on the publicly accessible services and how callers of these services 
should interact with them (e.g. what parameters they expect and what types they 
return).

An information exposure may occur if any of the following apply:
1. The WSDL fi le is accessible to a wider audience than intended.
2. The WSDL fi le contains information on the methods/services that should 

not be publicly accessible or information about deprecated methods. This 
problem is made more likely due to the WSDL often being automatically 
generated from the code.

3. Information in the WSDL fi le helps guess names/locations of methods/
resources that should not be publicly accessible.

A.15 CWE-598: Information Exposure Through Query Strings in GET 
Request

The web application uses the GET method to process requests that contain 
sensitive information, which can expose that information through the browser’s 
history, Referers, web logs, and other sources.

A.16 CWE-612: Information Exposure Through Indexing of Private Data

The product performs an indexing routine against private documents, but does 
not suffi ciently verify that the actors who can access the index also have the 
privileges to access the private documents.

When an indexing routine is applied against a group of private documents, 
and that index’s results are available to outsiders who do not have access to 
those documents, then outsiders might be able to obtain sensitive information by 
conducting targeted searches. The risk is especially dangerous if search results 
include surrounding text that was not part of the search query. This issue can 
appear in search engines that are not confi gured (or implemented) to ignore 
critical fi les that should remain hidden; even without permissions to download 
these fi les directly, the remote user could read them.
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Abstract. For better analysis of amino acids and subsequent protein structures are 
used certain categories as motifs and fi ngerprints. A motif is a short, conservative 
segment of the amino acid sequence, whilst the fi ngerprint is a set of ordered motifs. 
These categories describe the functionality of proteins by providing more exact 
classifi cation. For development of a protein fi ngerprint search algorithm, an object 
oriented model is suggested. It is based on the concept of objects containing data 
in the form of fi elds called attributes and functionalities as methods that can access 
and modify the data of the objects they are associated with. The major of the work 
includes the following tasks: comparison of fi ngerprints and motifs, assessment 
of matches, statistical signifi cance estimation and visualization. These tasks are 
implemented in a web application based on data from the PRINTS database. 

Keywords: protein fi ngerprints, pattern recognition, object-oriented analysis, 
bioinformatics, databases

1   Introduction

Nowadays technology is developing at a very fast pace which affects science 
and in particular bioinformatics. The amount of data retrieved from various 
sequencing projects has exploded in the last two decades and it has become very 
important to structure and categorize this data in order to analyze and use it in 
a rational manner. The key instrument in achieving this goal is the continuous 
improvement of existing methods and software that implements them as well 
as the developing of new approaches. One of the most common problems in 
bioinformatics is understanding the relationship between amino acid sequences 
and three-dimensional structure of the proteins. This relationship is not simple but 
much progress has been made in categorizing proteins based on their sequences, 
and this knowledge is used in protein modeling. 

The present methods used for in silico inference of gene function rely 
mostly on the identifi cation of relationships between novel sequences and those 
of known function. The similarity found at the sequence level is assumed to be 
refl ected by similarity at the levels of function and structure. The analysis of 
uncharacterized proteins usually consists of scanning the full sequence against 



110

one or more databases that are available publicly[7]. Databases are divided into 
two categories - primary data sources, e.g. SWISS-PROT (Bairoch and Apweiler)
[3], OWL (Web Ontology Language - Bleasby, Akrigg, Attwood), and secondary 
data sources[2] that condense the information from the primary databases into 
more and different potent identifi ers (motifs, profi les, etc.) of evolutionary 
relationships, such as PROSITE (Bairoch et al.), BLOCKS (Henikoff et al.) and 
PRINTS (Attwood et al.). Such databases store reduced descriptions of protein 
families and can be practically used for predicting the functions and structures of 
novel proteins[7].

1. 1.   Aim of the study and tasks

This study aims to analyze the methodology and modernize the approach for 
searching of protein fi ngerprints in PRINTS - a widely applicable bioinformatic 
resource. To achieve this, the current software tool will be reworked while 
preserving its functionality and building a new web application that will provide 
a better solution and easier future development. By fulfi lling these goals, PRINTS 
will become even more important in the fi eld of bioinformatics and will be able 
to evolve alongside modern IT technologies. In order to achieve the stated goals, 
the following tasks should be completed:

1) Researching PRINTS and the algorithm for searching of protein 
fi ngerprints. A short introduction to the specifi c bioinformatics theory will be 
presented for this purpose.

2) Developing a console application that fi nds the best matches in the 
PRINTS database on a given amino acid sequence.

3) Integrating the application results with external bioinformatics tools

2   Protein fi ngerprints

The two categories of methods for identifying proteins use either profi les 
or motifs (short fragments of sequences). The former approach is based on the 
compiling of a familial discriminator that contains both conserved and non-
conserved regions of a multiple sequence alignment. In comparison, the motif 
approaches extract only the most conserved regions and can be divided into those 
that use a single motif and those that utilize multiple motifs. The single-motif 
methods, however, do not offer a biological context since only one conserved 
region is not enough for a match and might miss distant relatives that contain a 
vague version of the pattern.

The PRINTS database uses multiple conserved motifs in order to create 
signatures that correspond to family memberships[8]. It is usual to fi nd more than 
one motif belonging to a protein family within a multiple sequence alignment and 
as more motifs are used, the matching with their natural neighbours increases. 
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A set of such motifs is defi ned as a fi ngerprint and is highly informative for the 
identifi cation of distant relatives in a database search - mismatches are tolerated 
both at individual residues level and at motif level. Usually, the motifs are 
separated along the sequence and do not overlap, however they may be contiguous 
in 3D-space[2].

 

Figure 1 - generation of protein fi ngerprints with their corresponding motifs[10]

2.1.   PRINTS database structure and functionaity

PRINTS is an important information resource for bioinformatics that was 
created at the end of the last century and is constantly being developed. It 
contributes unique functionality to InterPro and offers a range of new analysis 
and tools used in the annotation process. PRINTS improves the quality of 
sequencing because novel proteins can be compared with the whole database or 
particular sequences in order to examine their structures and functionalities. With 
this knowledge familial hierarchies can be made explicit and associations can be 
traced from subfamily, through family, to superfamily relations[1].
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There are two kinds of fi ngerprints presented in the database depending 
on their complexity - simple and composite. Simple fi ngerprints are essentially 
single motives, while composite fi ngerprints encode multiple motives[9]. The 
majority of the database records are of the second type because the possibility 
of differentiation is greater in a search for many components and the results are 
easier to interpret.

The evolution and development of PRINTS makes sense and is possible 
thanks to the cooperation with other databases and projects. One of the most 
recent and notable projects is the integration of PRINTS with InterPro and the 
resolving of protein family memberships as effective as possible in order to help 
InterPro’s automated sequence analysis. Another successful collaboration was the 
European Kidney and Urine Proteomics project (EuroKUP) in which a range of 
medically relevant protein families were studied to build hierarchical fi ngerprints 
for families in order to gain a better understanding of specifi c sequence properties 
that might cause chronic kidney diseases[1].

Figure 2 - UML diagram of PRINTS[9]

In order to continue developing, PRINTS and the related software should 
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be updated regularly. Originally, PRINTS was built as a single ASCII text 
fi le[2]. This type of storing is quite common amongst molecular biology sources 
created in the past. However, it’s not practical anymore because working with 
such data is unproductive especially when communicating with other databases. 
Relational databases have become really popular and widely used due to the 
speed and convenience of adding, deleting and modifying of records. Recently, 
a relational database has been created from the information in PRINTS in order 
to facilitate further development of both new tools and the database itself[9]. The 
information was logically separated while keeping the normalization practices 
and conventions.

As illustrated in Figure 2, the main table in PRINTS is FINGERPRINT. 
It is used to describe a certain fi ngerprint and the most valuable fi elds are the 
ID, title, annotation and set of motifs that belong to the fi ngerprint. Another 
highly used table is MOTIF - every record is a representation of a motif with the 
corresponding title, code, length and position in the fi ngerprint. Every motif has a 
set of sequences (variants), obtained in a multiple sequence alignment, described 
in the table SEQ. This table contains a certain sequence, code, start position and 
interval. These three tables provide an extended view of the fi ngerprints and 
contain the information needed to perform a search of an uncharacterized protein 
against PRINTS.

2.2.   Algorithm for searching

As the database has been modernized it is desirable to update the associated 
tools, such as FingerPRINTScan that is used for searches against fi ngerprints in 
order to provide a diagnostic identifi cation. This tool searches a given sequence of 
amino acids against PRINTS to identify the best or closest match. This information 
can be used for indication of the family to which the unknown protein belongs.

The algorithm for searching, illustrated in Figure 3, compares the query 
sequence against every fi ngerprint and fi nds the top results. In order to score a 
fi ngerprint all of its motifs should be considered - not every motif should be a 
match but the order must be preserved. Frequency tables and motif profi les[7] are 
generated for every motif based on their variants and only the motifs with scores 
higher than the query threshold are reported as matches. This algorithm allows 
identifi cation of the best matching fi ngerprint to a query sequence, relying both 
on scores and biological information[7].

The modernization of the tool will provide a completely new code and web 
interface that follow the tendencies in technology while keeping the original 
algorithm in order to provide the expected results. The project will be open source 
and this way future maintenance and improvements will be easier.



114

Figure 3 - Algorithm for scanning an unknown protein sequence against PRINTS

3    Models for object oriented design

The implementation of the protein fi ngerprint search algorithm will use 
an object-oriented model, based on the concept of objects containing data in 
the form of fi elds (attributes). Objects have functions known as methods that 
can access and modify the data of the object that they are associated with. The 
analysis of the problem requires it to be divided into separate components. Each 
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such component is considered as an individual object or a set of objects between 
which communication is transmitted in the form of messages. There are two main 
types of classes used. The fi rst type represents data from the relational PRINTS 
database via object-relational mapping (ORM). The second type of classes is 
abstract and represents the components of the algorithm as well and the obtained 
results. Below is an abridged explanation of the main classes used in the program:

3.1.   Fingerprint, Motif, Sequence

These three classes contain the data retrieved from а database record of the 
corresponding table in PRINTS. This approach of using ORM allows associating 
of various methods with the objects, such as calculating the score of a fi ngerprint 
against a protein sequence or generating a histogram of amino acids in every 
position in a motif.

 The Fingerprint objects are initialised with fi ngerprint information such as 
title, annotation, creation_date, update_date and relationship with motifs. It also 
coordinates message passing from the motif objects in order to identify matches. 

Motif objects are initialised with motif information such as title, code, 
relationship with a fi ngerprint and sequences. Later, motif scores are passed back 
to the fi ngeprints.

 Sequence objects are initialised with sequence data such as sequence, pcode 
and relationship with a motif. The main purpose of sequences is to participate in 
the creation of motif’s frequency table and profi le.

3.2.   Substitution Matrix

It is scientifi cally proven that certain amino acids can be substituted with 
others in a particular way[4]. This information is stored in substitution matrices 
that describe the rate at which one character in a sequence changes to another 
over time.[6] Rows and columns describe amino acids and cells contain scores that 
describe the substitution of the two amino acids. Substitution matrices are used 
in the computing of motif profi les in the protein fi ngerprint search algorithm. 
They are stored in YAML fi les - a human-readable data serialization language, 
commonly used for confi guration fi les. The SubstitutionMatrix class performs 
the loading of a particular matrix by a given type and retrieving the score for a 
given pair of amino acids.
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3.3.   Frequency Table

In order to analyze a certain motif, an instance of FrequencyTable class 
is created. It implemets the generating of a histogram (frequency table) of the 
amino acids on each position in the motif[5]. Another function of this class is 
the computing of a profi le which utilizes both the histogram and the chosen 
substitution matrix. FrequencyTable also performs the scoring of a motif against 
the uncharacterized protein sequence and thus contains an important part of the 
search algorithm - breaking the query sequence into motif-sized fragments and 
returning the best scoring ones.

3.4.   Match, Motif Score and FingerprintScore

To achieve a diagnostic identifi cation, three types of measures are introduced 
in order to identify a “match” with a fi ngerprint - amino acid match, motif match 
and fi ngerprint match[8]. The amino acid match shows whether the amino acid on 
position X matches any of the amino acids in the frequency table on that position. If 
this condintion is not met, the score is 0, otherwise the score is equal to the number of 
time the amino acid is present in the frequency table. The score is summed for every 
position in the frequency table and motif score is returned. The highest score for every 
motif represents the fi ngerprint score. The following three classes implement the 
evaluation of the results from the search algorithm. Instances of Match class contain 
information about the profi le, identity score, statistical signifi cance, the fragment of 
the query sequence being analyzed and the position in that fragment. Every motif has 
a MotifScore object that builds a list of Match instances and provides statistics such 
as top match or average score of the matches. FingeprintScore instances represent 
the score of a given fi ngerprint, providing the number of motifs that score, i.e. meet 
a certain criteria, and the type of the match - full or partial. Full matches are defi ned 
as all motifs in a fi ngerprint consistently scoring high. Partial matches are matches 
with less than all of the motifs in a fi ngerprint[8].

4   Web application

The algorithm is implemented in Python, a high-level programming language 
that is widely used in science and in particular in bioinformatics because of its 
whitespace indentation and code readability. The web application is created 
using Flask, a lightweight BSD licensed framework for Python. Flask is a micro 
framework because it does not require additional libraries, however it is highly 
extendable and various components can be added. The web application has a 
modern and responsive look, achieved with Bootstrap - a popular open source 
front-end web framework for designing websites. The code of the program is 
publicly available[11] which will make the future development and maintenance of 
the projects easier.
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Figure 4 - Screenshot of the web application prototype

5   Conclusion 

The program that is generated for this project achieves almost all defi ned 
golas. Testing was performed and the program successfully identifi es the 
RHODOPSIN fi ngerprint as the best match for the amino acid sequence of 
OPSD_SHEEP. Moreover, it constructs a detailed list with scores for every 
motif present in the fi ngerprint (Figure 5). However, the calculation of statistical 
signifi cance, presented as p-values, needs to be improved in order to provide 
more precise values. 

Figure 5 - Detailed results for RHODOPSIN fi ngerprint, identifi ed as top match for OPSD_
SHEEP sequence
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This project can be extended with additional functionalities such as integration 
with UniProt:Swiss-Prot and UniProt:TrEMBL. This will allow users to submit 
sequence IDs instead of raw sequence strings as in the moment. Another feature 
that can be implemented is integration with other databases in order to provide 
PRINTS related information and classifi cation to other tools.
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Abstract. Rapid development of sequencing technologies in molecular studies as 
well as in bioinformatics led to constantly changing annotations to genome data. 
What is lacking, are proper in silico evaluation methods for assessing the dynamics 
of complexity and comprehensiveness of these genome annotations. The complex-
ity of gene models comprise variety of layers in genome annotations bearing the 
comprehensiveness of the annotation model which is aimed to be the most abundant 
and useful in practical biomedical studies. This paper presents current computa-
tional methods for classifi cation of alternative splicing in gene models and how 
such classifi cation could be used in assessing complexity and comprehensiveness 
of the applied models. Some open problems are discussed and a novel method for 
alternative splicing modelling and annotation is presented.

Keywords: genome complexity, annotation comprehensiveness, gene expression 
studies, alternative splicing.

1 Introduction

The biological process of gene expression follows the central dogma of molecu-
lar biology that DNA is transcribed into RNA and RNA is translated into proteins. 
Since RNA and proteins are the building blocks of all living cells, studying this 
process is essential for deepening our understanding of live. In higher organisms, 
these RNA and proteins have much wider variety than the genes from which they 
are produced. This is all thanks to gene expression and splicing events that allows 
a gene to produce multiple RNA products by splicing the DNA differently. Gene 
models represent alternative splicing as series of gene regions (exons) that are 
transcribed into one mRNA (transcript). One gene region can produce several 
alternative transcripts.
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Fig. 1. Screenshot from Ensembl website that shows alternative transcripts of a gene.

In fact, gene models represent only part of the structural annotation of ge-
nomes but this part is very important from a practical point of view. Organisms 
have different cells, each in different development stage and living in different 
environmental conditions. Measuring gene product expression levels is a fun-
damental bioinformatics and genomics challenge for medical and research pur-
poses. There are many tools doing such measuring and they all depend on gene 
model to map the expressed transcripts to the alternative transcript [1]. Changes 
in gene model can lead to opposite medical or scientifi c results and speculations.

The two problems that this paper presents and discusses are in silico evalu-
ating the comprehensiveness and complexity of gene model. Our knowledge of 
genomes is always expanding and deepening but it is valuable to have assess-
ment how much we know and if this knowledge is comprehensive enough to 
rely on. Such assessment is always relative to the current limitations of avail-
able technology, methods and data. When limitations change, our assessment of 
comprehensiveness may differ very much. For our purposes, it is needed that 
comprehensiveness is evaluated is evaluated only within genome reference and 
bioinformatics tools. Ultimately, the purpose of comprehensiveness metrics is to 
show how low is our expectation that gene model will change within some refer-
ence limitations.

Complexity is related to the complexity of the whole biological machinery 
involved in gene expression. Biological regulation of gene expression is repre-
sented as complex regulatory networks often involves many factors for single 
alternative transcripts [2]. Building regulatory networks knowledge base is very 
expensive and time-consuming process. For this reason, only small number of 
model organisms have extensive to a certain level regulatory networks. For the 
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rest of organisms, we can only guess and infer how complex are their regulatory 
networks. In contrast, gene models are basic annotation products for any genome 
and usually they are starting point for studying new organisms. Choosing which 
specifi c alternative transcript to express is only small part of regulation, and it can 
represent the complexity of regulatory networks.

Different research groups study the same organism using different methods 
and references. The ability to objectively compare their gene model is valuable 
for making decision which specifi c gene model to use [3].

The major objective of the study is to assess the gene model complexity. 
The inference based on this assessment is related to the evolutionary complexity 
of the organism. The second objective of the study is development of a compre-
hensiveness metrics providing how we are close to the targeted biologically real 
gene model.

2 In silico modelling of alternative splicing

To assess comprehensiveness and complexity of a gene model, alternative tran-
scripts must be compared and the differences have to be represented. When com-
paring two alternative transcripts, there are matching parts and differing parts. 
These differing parts are classifi ed into patterns of alternative splicing.

A state of the art method for representing patterns is described in [4]. When 
comparing two alternative transcripts, the above method divides exons into 
smaller regions that either completely overlap in the two alternative transcripts, 
or there is overlapping matching intron region in the other alternative transcript. 
This allows encoding of each alternative transcript as series of 0 and 1, where 1 
stands for part of exon region, and 0 is region not part of exon (that is, part of 
intron). Each binary digit from one alternative transcript has related binary digit 
from the other compared alternative transcript for the same gene region.

Fig. 2. Binary and numeric representation of patterns in alternative transcripts.
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Using this method, a binary number represents an alternative transcripts 
compared to another alternative transcript. Pattern binary numbers use having 
both 1 in the two alternative transcripts as delimiter. Any pattern includes a binary 
place where there is 0 in one of the alternative transcripts, and 1 in the other al-
ternative transcripts. From this binary digit we search the nearest delimiter on the 
left and nearest delimiter on the right. With this algorithm, any pattern can be de-
tected and it unifi es many alternative splicing events, independent of region sizes.

In the literature, there are seven recognized representative patterns. In reality, 
there are many more that can be constructed by combining the seven representa-
tive patterns, or by increasing and shuffl ing the participating exons. Running this 
method on model organism gene model generates thousands of patterns. This 
makes the described method suboptimal for true classifi cation of the variety of 
alternative splicing patterns.

Another problem with this method is that works only on pairs of alternative 
transcripts but often gene models include more alternative transcripts per gene. 
To assess complexity, all alternative transcripts of gene should be taken into ac-
count.

In this study is developed a pipeline which uses the already existing imple-
mentation of this method, and we applied it to all human gene models found in 
Ensembl since version 43 (released ten years ago in 2007). The number of events 
for each pattern comprise pattern profi le and it was used to study the dynamics of 
pattern changes in gene model releases. When conditions like genome reference 
assembly do not change, pattern profi le smoothly raises the number of discovered 
patterns. But changes in genome reference assembly often abruptly change pat-
tern profi le. We concluded that comprehensiveness assessment needs to be lim-
ited only to specifi c conditions. When conditions change, there should be reset of 
comprehensiveness measurement.

3 Novel method in development

To solve the problems of [4] method, this paper proposes a novel representation 
of alternative transcripts. The method also splits exons into uninterrupted regions 
that are represented as 0 and 1. These uninterruptible gene regions we call “exon 
units” and they are not between two alternative transcripts but amongst all alter-
native transcripts of a gene. All alternative transcripts of a gene can be visually 
represented by a character grid where each row is alternative transcript and each 
column is exon unit region. Characters in cells are: “*” for part of exon in alterna-
tive transcript, “.” for part of intron in alternative transcript, and “ ” for region 
outside alternative transcript (before or after the alternative transcript itself).
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ENST00000003100 ****.***..*.*.**.*.*.*.**.*    
ENST00000450723  ***.***..*.*.**.*.*.*.**...*  
ENST00000422867   **.*.*..*.*.*                
ENST00000482924    *.****                      
ENST00000435873                         *.....*

Fig. 3. Visual text represenation of transcripts.

Now we can also compare pairs of alternative transcript and get binary rep-
resentation of the comparison. To completely match this binary representation to 
[4] method, it is just needed all regions with the same binary digit X that corre-
spond to repeating binary digit Y in the other alternative transcript to be replaced 
with single X and single Y in the two alternative transcripts respectively. Visually, 
patterns can be represented by enclosing patterns in parenthesis. Brackets are 
used when the pattern boundary is before the beginning of after the end of alter-
native transcript.

ENST00000003100 [*)***.***..*.*.**.*.*.*.**(.*    ]
ENST00000450723 [ )***.***..*.*.**.*.*.*.**(...*  ]

ENST00000003100 [**)**.*(*)*..*.*.*(*.*.*.*.**.*    ]
ENST00000422867 [  )**.*(.)*..*.*.*(                ]

ENST00000003100 [***)*.***(..*.*.**.*.*.*.**.*    ]
ENST00000482924 [   )*.***(*                      ]

ENST00000003100 [****.***..*.*.**.*.*.*.*)*(.*    ]
ENST00000435873 [                        )*(.....*]

Fig. 4. Visual text representation of pairwise pattern comparison between transcripts.

The places of the parenthesis have biological signifi cance. They are points 
where biological splicing machinery switches between alternative splicing de-
pending on biological regulation. Thus, having all these alternative splicing 
points is important for assessing the complexity of gene model. These points can 
be visually represented as “|” characters.
[*|*|*|*.*|*|*|.|.*.*.*|*.*.*.*.*|*|.*    ]

Fig. 5. Visual text representation of gene exon units with alternative splicing points.
These alternative splicing points belong to the structural annotation of the 

gene. They can be added as new type of structure annotation records. To be use-
ful for reconstructing patterns, they need to include additional attributes to the 
annotation. Each splicing point includes set of pairs of alternative transcripts that 
have different splicing beginning at this point. In other words, when comparing 
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two alternative transcripts, there would be opening parenthesis at this place in the 
visual representation of alternative splicing patterns. Similarly, there is a separate 
set of pairs of alternative transcripts where the splicing switches from being dif-
ferent to being the same (closing parenthesis in visual representation). Such sets 
of pairs are undirected graphs where nodes are alternative transcripts and edges 
are pair of alternative transcripts. All graphs in such structural annotation for a 
gene share the same nodes (alternative transcripts) and only differ in their edges.

The sequence of graphs matches the biological sequence of splicing deci-
sions made when DNA is transcribed into RNA and that indirectly refl ect the 
complexity of regulation and the organism as a whole. The method is still in 
development and the desired model for structural representation of alternative 
splicing patterns is not yet developed.

4 Conclusion and future development

Assessing the complexity and comprehensiveness of gene models is unexplored 
area that will bring practical benefi ts to biomedical research. The current state 
of the art method for classifying alternative splicing events is presented and its 
shortcomings are discussed. A new method for modelling alternative transcripts 
of gene is being developed and its current state of development is explained. In 
future work, the method will be evaluated and validated for assessing complexity 
and comprehensiveness of mammal genomes.
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Abstract. One of the mager problems in biotechnology experiments is still the cost 
and time, to obtain needed results. Here is described the methodology behind 
applying an adapted QSAR as a cost and time effective method of identifying the 
most theoreticaly possible combinations of nutrient media, that produce high 
results in biotechnological  point point of view.  In  other  words,  the  aim  is  
to  fi nd  a  cost-effective  and  time-effective  method  of identifying nutrient 
media producing identical plants with maximum performance in terms of the 
bioactive substances contained in them. All produced in silico nutrition media are 
based on the ranges of phytonutrient hormones in biotechnological experiments. 
A big part of the methodology is data preparation, as they come most of the 
time in custom format and views, produced by the biotechnology researcher. In 
most cases, biotechnology experiments are fi rstly done and after that is seeking a 
mechanism to analyze them. In vary rare cases experiments are carefully planned 
with the data analisyst. The obtained results can be used as: a theoretical guideline  
for  determining  the  optimal  nutrient  media  and  combinations;  to  study  other 
medicinal plants in order to establish effective biotechnological schemes for growth 
and rooting that are also cost-effective; using ANN, taking into account the species 
and the ecotype.1

Keywords: Methodology, Artifi cial Neural Networks, adapted QSAR, in vitro ex-
periments

Abbreviations: AC ratio – cytokinin /auxin ratio; AI – Artifi cial Intelligence; 
ANN – Artifi cial Neural Network,; BAP – N6-benzylaminopurine; CM – Culture 
Meduim/a; 2,4-D – 2,4- dichlorophenoxyacetic acid; GA3 – gibberellic acid; IAA 
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- a- naphthyl  acetic  acid; TDZ  – thidiazuron;  QSAR  - Quantity Structure-
Activity Relationship
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1.   Introduction

In recent years, the in vitro culture method has been used as one of the 
advanced biotechnology systems to produce a large number of identical plants for 
a short period of time that are free of pathogens. Such requirements are posed by 
the needs and demand of industries such as horticulture, agriculture and forestry. 
This is particularly useful for:1) species with wide or massive use; 2) with slow 
and diffi cult cultivation under natural conditions; 3) medicinal plants with 
intensive use, which leads to the extinction of some species, the limitation of 
natural populations and biodiversity.

Therefore, it is important to fi nd a cost-effective and time-effective way of 
identifying nutrient media producing identical plants with maximum performance 
in terms of the bioactive substances contained in them.

The concept of “cost-effective” is linked on several ways:
 Artifi cial tests with a high range of materials (often limited source in 

real world)
 Artifi cial tests with a high range of consumables provide:
o Once: identifying the low cost consumables, producing identical 

plants with maximum performance in terms of the bioactive substances 
contained in them.

o Second: a chance to make in vitro experiments only with the best from 
Once

The concept of “time-effective” is linked to:
 Artifi cial tets with a high range of consumables need in way less time 

than in-vitro experiment
 The chance to make in vitro experiment only with the best results 

from Once shorten the time to discover the best performance in 
biotechnologycal aspect.

This allows biotech studies to be conducted in “depth”, ie. massive 
investigation of effect in small differences in concentrations.

The Quantitative Model of Structure-Activity Dependency (QSAR) for 
analysis is interdisciplinary and uses knowledge in pharmacology, molecular 
biology, organic and quantum chemistry, analytical methods for structure analysis, 
mathematical and engineering methods, statistics, informatics, etc. [1]. QSAR is 
a method based on the hypothesis that similar biological activity is determined 
by common structural characteristics. The aim is to quantify the relationship 
between the chemical components   (in   our   case,   the   concentrations   of   
phyto-regulators   and   other components  of  the  nutrient  medium)  and  the  
biological  activity  they  provoke. Analyzes are often graphic and depending on 
the dimensionality of the data is subject to different two-dimensional or three-
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dimensional graphic models, and any combination  thereof,  as  projected  data  
are  multidimensional.  Three-dimensional QSARs are methods used to detect 
the quantitative link between the spatial structure of the chemical component and 
its activity. [2].

The need to adapt QSAR is provoked by several reasons:
 Originally is used in drug discovering
 In drug discovering the 3D model represents the molecular structure
 With appropriate adaptations could be used for describing any relationship
 In the case of in vitro experiments for bioactive substance:
o it describes the relation: process success ~ medium & time period &
material
o the 3D model represents cluster formations with combinations of 

media that assures in less time highly production of in vitro plants with 
minimum cost. We called 3D because of the three dimensions of the 
analysis.

o the “spatial structure of the chemical component,” is replaced with “the   
multidimensional   structure   of   the   nutrient   medium   as determined 
by the different phytohormon concentrations and other quantifi able 
environmental and experimental conditions” or  with the time intervals 
in which explants are treated with various decontaminating chemicals.

2.   Material and methods and software

The biological experiments:
The data used for bioinformatic analysis are from biological experiments 

conducted in 2 to 3 iterations. The results obtained are summarized and described 
in detail [6]– [9].

Bioinformatics  experiment:  Each  biological   process  (germination,  
propagation, rooting and two tables for decontamination) is represented by 
different ANN. This means that we have fi ve data sets and fi ve architectures, by 
one for each data set. In this manner, we have fi ve different training processes. 
All results are represented in a single table.

Microsoft  Offi ce  Excel  was  used  for  data  preparation,  query preparation  
and  all graphic representations for the analysis.

EasyNN Plus [3] is a software, which works like a frame to construct ANN. 
The application uses back-propagation training algorithm. The software works 
with different type of fi les for input/output like: excel [4]

workbooks,   text   fi les   and   .CSV   fi les.   It   is implemented real-time 
graphic generation and visualisation, including for estimating errors. It is possible 
to import an excel fi le with queries after training process is done.   All of the 
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results are exported and further analysed. The verifi cation mechanism includes 
statistics and it is based on the average error value less or equal to 0.0001.

The forecasting stages are developed in the context of   the   process   
controlling   of   tissue   and   roots formation because of their role in in-vitro 
reconstruction [5].

Artifi cial Neural Networks (ANN): Neural Networks (NN) is a subclass 
of Artifi cial Intelligence (AI) methods. It is known that AI is the fi rst step of 
the QSAR methodology, respectively Adapted QSAR. ANN are chosen because 
of their strong impact in forecasting  and  classifying  data.  The  method  is 
applied on data with high percentage of uncertainty and imperfection.

The  methodoly  of  the  analysis  is  given  on  the Figure.1

Figure 1: The methodology at a glance

3.   How does look the initial data?

 The initial data comes aggregated, described with standard deviation
 We have 4 processes: cleaning, germination, propagation, rooting
 Material:
o seeds - fresh and old
o Explants – buds, adventive buds, root buds, stem segment, root segment
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 Price lists for:
o cleaners
o medium nutrients and phytohormones
 Treatment days
4.   How to prepare the data?
 Desaggregarion  process  is  needed,  because  often  data  comes  

already aggregated. For this process, all is needed:
o generators for normal distributed data
o the mean
o standard deviation
o the results
 Identifying   the  initial   input   neurons   for   the   ANN:   all   supporting 

information about current process is used
 Generate the calculated input neurons: supports forcasting and 

conclusions:

o Medium_value =  , where: pk is the price and qk is the 
quantity of the k-th phytohormone

o Medium_coeffi cient: calculates the auxin/cytokinin ratio, based on 
phytohormone classifi cation

o Medium_type: based on the medium_coeffi cient there are:
 Type 0 with medium_coeffi cient in [1;24] – stimulates growth and
development of the plant
 Type  1  with  medium_coeffi cient  in  [0;0.5]  –  stimulates  root
formation
 Type 2 with medium_coeffi cient in (0.5;1) – stimulates as well as growth, 

development and root formation and caluses
o G.Price.Days = GD*medium_value/10, where GD is germination 

days. This fi eld compensate the lack of data due to the germination 
days was excluded at the stage of optimizing the training table

o MC_Price = G.Price.Days + Rooting price
o + a lot of other calculation fi elds supporting those we fi nally used
for training such as: the phytohormone classifi cation as auxin ot cytokinin, 

price list, price calculation by unit, vlookup tables
 Training tables constructions: for each biotechnological process, there 

is a separate training table, as for the process of cleaning they are two – 
one for the seeds and one for the explants.
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Table 1: The full training table structure, describing all biotechnological processes
Column name Seeds Explant Germi- Propa- Rooting Data Field

 Cleaning Cleaning nation gation  Type Type
Plant Material x I x x x Text E 
Ache 5% I I x x x Integer E 
Bleach 2,2% I I x x x Integer E 
Ethyl Alcochol (C2H5OH) 70 I I x x x Integer E
HgCl2 (0,2% ) I I x x x Integer E
Peroxyd (2,2) (3% ) I I x x x Integer E 
Seeds O x x x x Integer E 
Period I x x x x Integer E 
Cleaned O O x x x Real E 
Development O O x x x Real E 
GA3 x x I E I Real E 
Sucrose x x I E I Real E 
Agar x x I E I Real E 
Days x x I x x Integer E 
VegetationPersentage x x O x x Real E 
High x x O x x Real E 
Explant_Type x x x I x Text E 
Zeatin x x x I x Real E 
BAP x x x I x Real E 
Kinetin x x x I x Real E
2-iP x x x I x Real E 
IOK x x x I I Real E 
ANO x x x I I Real E 
Glutamine x x x I x Real E 
Cazeine x x x I x Real E
2,4 D x x x E x Real E 
TDZ x x x E x Real E 
IMK x x x E I Real E 
Medium_Value x x x I x Real C 
Medium_ koefi cient x x x I x Real C 
Medium_Type x x x I x Integer C 
Medium_Type_test x x x I x Integer C 
New_Shoots x x x O x Real E 
shoots high x x x O x Real E 
G.GA3 x x x x I Real E 
G.Sucrose x x x x E Real E 
G.Agar x x x x E Real E 
G.Days x x x x E Integer E 
Rooting x x x x O Real E 
G.Price.Days x x x x I Real C 
MC_Price x x x x I Real C 
Pro_Index x x x x E Real E

Table legend:
 X: the fi eld is not included
 I: the fi eld is included as input neuron
 O: the fi eld is included as output neuron
 E: the fi eld is excluded due to lack of data
Field type:
 E: Emperical
 C: Calculated
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5.   Query preparation

It is well known that if need to query a trained table, it is need that queries
include the information for the input neurons. That’s why query tables were 

easy to create as different combinations of phytohormon quantities with all 
supporting calculated fi elds, included as input neurons. It important to say that if 
biotechnology experiment explores the upper and down values of quantities, the 
training and queries will give more accurate results.

6.   Optimizing the training tables

Easy NN Plus provide optimizations on the training tables mainly in 
two directions: 1) Filters columns with same values; 2) Provides analysis of 
importance and sensitivity. Regarding the data in this case, this stage includes:

     For each neural network, there is analysis of importance
     For each neural network, there is analysis of sensitivity

 A joint analysis is made in form of scatter plot:
o X: importance
o Y: Sensitivity
o Input   neurons   are
classifi ed         in         4
categories: we prefer high importance + high sensitivity, but doesn’t exclude 

those with low sensitivity

The cathegories are:
Quadrant 1:
 the most undesired situation
 Result is slightly or even not refl ected by

Figure 2: Example of a joint analysis of Importance and Sensetivity
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 There is a need of huge changes to make a difference in the result
Quadrant 2:
 Better than (1 and 4) and worse than 3
 Result is refl ected by
 There is a need of huge changes to make a difference in the result
Quadrant 3:
 the most desired situation
 Result is totally refl ected by
 Little changes make a huge difference in the result
Quadrant 4:
 Better than 1 and worse than 3
 Result is slightly refl ected by
 Little changes make a huge difference in the result

7.   Optimizing the parameters and ann architecture

Easy NN Plus gives the opportunity to set manually all the initial parametres 
of the

training process, architecture of the hidden layers, stop conditions and error 
rates. Nevertheless, there are several optimizing controls, so the platform itself 
can fi nd the most appropriate as:

 Parameters:
o Learning rate
o Momentum
 Architecture
o The number of hidden layers
o The number of neurons in hidden layers

Table 2: The optimized parameters and architechture structure of AINN

Parameters of AINN S. C Expl.C G P R
Learning cycles 1335 219372 114454 1528 44673
Training error 0,0001 0,00009 0,0001 0,000098 0,000007
Input columns 6 6 4 13 9
Output columns 3 2 2 3 1
Serial columns 0 0 0 0 0
Excluded columns 0 0 0 6 4
Training example rows 12 19 24 15 27
Validating example rows 0 0 7 4 5
Querying example rows 200 512 357 1030 200
Excluded example rows 0 0 0 0 0
Duplicated example rows 0 0 0 0 0
Input nodes connected 7 6 4 13 10
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Hidden layer 1 nodes 8 6 6 12 8
Hidden layer 2 nodes 4 6 6 6 6
Hidden layer 3 nodes 0 7 7 0 7
Output nodes 3 2 2 3 1
Serial input nodes 0 0 0 0 0
Serial output nodes 0 0 0 0 0
Learning rate 0,6 0,6 0,3902 0,4676 0,8859
Momentum 0,8 0,8 0,8709 0,8718 0,5472
Target error 0,0001 0,0001 0,0001 0,0001 0,0001
Validating error N/A N/A 0,078231 0,036244 0,006815
Validating example rows N/A N/A 100% 100% 100%
Adapting. No No Yes Yes Yes

Each column (S.C., Expl.C, G, P, R) represents each one of the fi ve ANNs. 
The maximum estimated error level is under 0.00001 in accordance with the 
predefi ned rules. There are two approaches that can be applied with the limited 
data collections:

a)  Automated similuation that multiplies similar training examples (this 
option is provided and used in EasyNN). Could lead to pretrenned results, 
but in the context of the research it is desired situation. As compensation 
to the limited data collection it is not provided the validation step of the 
trening procedure.

b) Using the standard deviation and the number of media, can be prodused 
as much examples as we need. This research is the next step. It should 
provide more accurate analysis.

8.   Analysis on the forecasted results

As it is all about the methodology, one of the main questions is how many 
analyses do we have on the forecasted results? The answer is shown on the 
next graphic:

Figure 3: How many analyses do we have on the forecasted results?
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STAGE 1: CLEANING Analysis (1.1): number of cleaning  schemas  
that  assures the best development results by type of seeds (old and fresh) Analysis  
(1.2):  distribution  of

1.1 by total cleaning time and choosing those with best development progress 
in short term cleaning schemas

Analysis (1.3):    defi ne the characteristics  of  the  most time-effective  
cleaning schemas.

The same three analysis were provided for explants too.

STAGE 2: GERMINATION
Analysis (2.1): number of media for the best germination rate by culture 

period Analysis (2.2): distribute the best results from (2.1) by price range and 
fi lter the most cost-effective ones

Analysis (2.3): defi ne the characteristics of the most cost-effective media

STAGE 3: PROPAGATION
Analysis (3.1): number of media for the best Propagation index, highest 

shoots’ high
and lowest price range
Observed: the propagation index is proportional to the shoot’s high
Remark: Could be done with radar graphics

STAGE 4: ROOTING
The  rooting  training  table  includes  media  parameters  of  germination  

process, following the biotechnological process, but also following the criteria for 
cost- effectiveness:

 germination_percentage >60%
 Germination_medium_price <1
 Cultivation days >=20
Analysis (4.1): number of media combinations (i.e. germination + rooting 

medium)
for the best rooting rate by cultivation days

Analysis (4.2): distribute the best results from (4.1) by price range and fi lter 
the most cost-effective ones

Analysis   (4.3):   defi ne   the   characteristics   of   the   most   cost-effective   
media combinations

9.   Results and disscussion

Results on real data shown  that there are 43 theoretical combinations of 
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media, describing the whole biotechnoly experiment, that promiss more than 80% 
success in the price range of [0-1,5] euro/liter.

Wet lab experiments are needed to verify theese results.

10. Conclusions

The obtained results can be used as a theoretical guideline for determining 
the optimal nutrient media and combinations thereof so that they are effective 
both from a biotechnological point of view and from an economic point of 
view. The approach can  also  be  applied  to  the study of  other  medicinal  
plants in  order  to  establish effective biotechnological schemes for growth and 
rooting that are also cost-effective. Possible perspectives are the creation of 
neural networks, taking into account the species and the ecotype, in order to 
build a more comprehensive system based on already available experimental data.
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Abstract. This paper presents a systematic scheme of the approaches to the 
cloud service monitoring systems. Monitoring is the core of overall performance 
management in the cloud systems. It determines the effectiveness of cloud control 
decisions and system actions as well as the performance cost measured as by the 
generated system overloads. The information precision of the current system state 
is orthogonal to monitoring system overload. We describe the linking category 
between these two concepts as monitoring granularity and present a systematization 
of possible approaches which are based on the concept of granularity. 

1. Introduction

All the cloud systems are deployed in four possible use cases:  private clouds, 
IAAS (i. e. virtual machines), PAAS (i. e. middleware components), and SAAS 
(i. e. application services) – Fig. 1. [11]. 

In all these four cases the key parameter of the service process is the 
effi ciency of the deployed infrastructure. Another service parameters like 
availability, troubleshooting, service times, etc. QoS parameters are of less 
importance especially what concerns cloud servicing. Therefore, the resource-
effi cient control is essentially the most important process of cloud management. 
It is traditionally and logically decomposed into three processes - monitoring, 
planning and enacting (e. g. process and/or data transfer). Cloud virtualization 
allows one to combine effective planning of deployed cloud resources with the 
required quality of service to its users at the price of various system overload. The 
system overload is determined by the three processes – monitoring, planning and 
enacting. Monitoring can be characterized by the number of observed parameters 
and their spatial and temporal sampling. The planning algorithm (and hence the 
enacting) is dependent on the resource status and cloud service information. 

 If we should represent the architecture of those three control processes it will 
form pipeline or layered stack with the monitoring at its core or base. In this trinity 
monitoring is the decisive processes, as the other two are either direct (planning) 
or indirect (enacting) dependent on it. This dependence can be expressed as calls 
of services of the three processes: enacting aggregates planning methods which 
in turn aggregates monitoring methods. Thus the monitoring strategy is crucial 
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for the entire cloud management process. Here we present a parameterization 
of this process by introducing the term of compound monitoring granularity. 
By this concept monitoring overload can be characterized by the number of 
observed parameters and their spatial and temporal sampling discretization. The 
planning process is a sharing or matchmaking of the arriving tasks or service 
calls between the deployed resources or service instances respectively, based on 
one or more optimization parameters. Typically, the purpose of planning is to 
achieve a higher quality of service, consisting of the shortest service time (Goal 
A) and/or the lowest error- and failures rates in the service system (Goal B). 
The usual approach to achieving Goal A is balancing the resource load in the 
distributed service system. In Section 2., we are dealing with the question of 
what numerical parameters measure the load and what - the resources. The usual 
approach to solving Goal B is applying of fault tolerance approaches typically 
being implemented by resource-consuming replication of the service processes. 
In other words, fault tolerance service means doubling the necessary resources. 
Here, under service quality, we will only look at optimizing for Goal A. 

In order to analyze or evaluate the effi ciency and the cost of the monitoring 
process in a distributed system one needs a classifi cation scheme or set of axes on 
which to map various monitoring schemes. In 2. we present a three-dimensional 
space for [quasi-]quantitative monitoring taxonomy. The values of each of the 
axes of this space are qualifi ed in the scale “coarse” to “fi ne” in resemblance 
to a fundamental concept in the distributed systems’ performance which is the 
concept of granularity. 

Granularity takes into account the communication and synchronization 
overhead between multiple processes or processing components. It is defi ned as 
the ratio of algorithmic computation time to communication and synchronization 
time, wherein, computation time is the time required to perform the computation 
of a task and communication time is the time required to exchange data between 
processors including necessary time for synchronization [6].

Figure 1. Four use cases and seven layered components of the cloud infrastructure [11].
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The fi ne-grain concurrent processing which allows more precise load 
balancing between the processing cores or nodes. Analogously a complex and 
detailed monitoring process helps to control the cloud processing components 
in way to perform more effi ciently. However such preciseness is at the price 
of bigger system overload. By “fi ne-grain” monitoring not only the system 
information procedures are more intrusive and resource consuming but also the 
control enacting decisions procedures are more complex and require more often 
intrusion into the general process of cloud orchestration. On the contrary “coarse-
grain” monitoring keeps information just of the major performance parameters 
and at a lower sampling rate. As a result the system overload is low but the control 
procedures are just capable to keep services running without much care about 
resources’ effi ciency. Consequently we have to trade between more effi cient 
resource planning at higher system overload and less effi cient one but with lesser 
overload. The evaluation of the system output is to be measured on the terms and 
scales of QoS (service time, etc.) but also on in terms of resources’ effectiveness 
– utilization, total number of customer tasks and services, sometimes even the 
electrical power consumption (e.g. the concept of green clouds). 

Consequently, it is diffi cult if not impossible to predict or to synthesize a 
priory optimal level of the monitoring granularity. The fi rst step in monitoring 
analysis and evaluation is to defi ne a parameter which to compare and further 
to evaluate the complex system process of monitoring. We call this parameter 
granularity not only because of the cited resemblance to the parallel processing 
granularity but also because such a parameter cannot always be strictly quantifi ed 
by a [scalar] fi gure. It might need a qualitative estimation on a scale like fi ne-
grain ↔ coarse-grain granularity. 

Furthermore the monitoring granularity is not a scalar or unidimensional 
concept. We present in 2. a three-dimensional monitoring granularity space 
comprising of sampling rates, state precisions (i.e. the number of distinguishable 
states) and the number of monitored resource parameters. Ideally or abstractly 
any of these three dimensions of the monitoring granularity is independent to 
the other two. Thus the concept of granularity is to be presented by a 3-ple 
estimative which is given in 2. In section 3. a case study illustrates application 
of the three-dimensional estimation of the monitoring granularity illustrate how 
our monitoring granularity scheme refl ects the “real-world” system monitoring 
metrics. It is reasonable to speculate about the possibility to produce a single 
generalized parameter out of the monitoring granularity triple.  We do not 
propose yet such a generalized scalar estimation but discuss this subject in the 
Conclusion.
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2. Monitoring Granularity Scheme

The monitoring process is a registration and recording of the current values   
of one or more parameters    (either numerical or qualitative) that characterize the 
state of service and/or resource over a certain “short” interval of time. Monitoring 
is therefore a time driven process. Obviously here the concept of “granularity” 
occurs as a product of three components:

 cardinality χ of the parameters’ set (i.e. the number of the monitored 
system components); 

 sampling rates σ of each of the monitored parameters, and
 precision π of the monitored parameters.
For referencing purposes we denote monitoring granularity and its 

components (  ). Furthermore, this multidimensional granularity can 
only be defi ned in the context of the service requirements, i.e. the load model 
parameters. For example if the load parameters change slowly with no burst task 
arrivals the sampling rate can be considered fi ne even for the longer sampling 
period. Thus monitoring granularity is dependent to the interarrival process of the 
services requests. Also we refer to this multidimensional monitoring parameter as 
granularity in resemblance to the load granularity. Coarse-grain tasks granularity 
usually is combined with longer interarrival periods and thus with shorter queues 
of waiting tasks. Vice versa fi ne-grain tasks are normally combined longer with 
queues of waiting tasks.

Under precision () we understand the number of the distinguishable states 
for a given performance parameter rather than merely its numerical precision. 
For example a popular monitoring parameter such as the resource utilization can 
be valued in percent which produces a scale of 100 distinguishable states of the 
monitored resource. We should consider this percentage scale of the utilization 
as the fi nest granularity: hardly there would be useful to measure utilization more 
precisely than this i.e. recording the fraction of the percentage. On the contrary: 
for resource control purposes a much coarser scale can be applicable and practical 
too e.g. comprising of four states – idle, underload, overload, bottleneck – which 
is an example of coarse monitoring granularity. Of course one can go a bit further 
in this direction defi ning just two resource states – e.g. underload and overload.  

The planning process – on the contrary to the monitoring process – is event-
driven one. The triggering event of it is the arrival of a new task or a new service 
call1. Of course sometimes so called burst arrivals or group calls occur. However 
the usual approach for the planning purposes is to execute matchmaking allocation 

1 This is so called arrival planning. There are departure planning strategies aimed to cure the 
situation of resources becoming [near-]idle by transferring partially executed tasks from non-idle 
resources. Such strategies are considered non practical and not applicable because they incur 
transferring of partially executed tasks at a heavy overload cost. 
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strategy task-by-task or call-by-call. Examples of such serial ordering of the 
concurrent or burst arrivals are countless. We’ll just refer here to the ubiquitous 
Lamport’s timestamps algorithm [7]. Therefore one has to transfer the time scale 
of the monitoring sampling to the event scale of planning. Such a scale needs a 
simple translation scheme comprising of several (and not much) distinguishable 
states of the monitored resource. 

Looking back to monitoring process in distributed and cloud systems 
monitoring, different authors, under different assumptions, indicate two main 
thresholds for the use of a monitored component (such as its system queue length 
or its usage rate):

a) low threshold corresponding to idle and underload resource state and di-
vides the status of the monitored component into idle and normal state. 
It is mainly applied to low-level monitoring (i.e. resources) and aims to 
prevent conditions where a service component is idle while there are 
other resources in the cloud with non-zero system queue or non-zero uti-
lization. Typical values   for this threshold are the zero or near zero values 
of the length of the resource system queue. According to some authors 
[5], most valuable monitoring information is to record only the zero 
state and few adjacent nearby states, in order to prevent the observed 
resource from falling idle. 

b) high threshold corresponding to overload and busy resource state. The 
high threshold is applicable to both to low-level and high-level monitor-
ing (i.e. to resources and services respectively). It is aimed to identify 
a component as an appropriate job donor or typically as inappropriate 
for targeting new incoming queries. A typical value for this threshold is, 
according to most authors, a 70% usage ratio, but some models [2] iden-
tify a deterioration of nonfunctional service parameters only at 80-85%. 
This threshold divides the status of the observed component as a normal 
state and overload.

c) a monitoring system of several thresholds. If we only apply a) or only b) 
we implement a 2-state monitoring system. If we apply a combination 
of both thresholds we get a system with three states – idle-to-underload, 
moderate, and overload. Of course, it is possible to add more thresh-
olds and distinguishable states. In distributed system monitoring, space 
is formed by the number of distinguishable states of the monitored re-
source multiplied by the number of replicas of this resource.  In cloud 
systems this number of resource replicas can be signifi cant, e.g. datacen-
ters and other public cloud systems. 

In any case the utilization can be measured in the scale from 0 to 100%. If 
we measure it with the number of tasks in the system queue, we need to take into 
account the load granularity. For fi ne task granularity, the system queue length 
of several tasks can be interpreted as almost idleness of the resource, whereas in 
coarse task granularity the same number of tasks can be interpreted as a moderate 
load or even overload. 
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Consequently this fi rst component of the monitoring granularity ( can be 
implemented in two independent sets of parameters. One option is it to comprise 
of resource-oriented parameters i.e. utilization, idle time, capacity, etc. Such a 
set of parameters refers to a resource-oriented or low level of monitoring. Why 
this level should be “low” is justifi ed by the cited diagram on Fig. 1. where it 
includes provider-oriented parameters. Another option is to do monitoring on 
the parameters of the higher customer-oriented level i.e. service performance 
parameters like service time and queue time.  

The whole space of the monitoring granularity is presented on Table 1. It 
summarizes the three dimensions and scales of the monitoring space. Let us 
consider particularly the sampling granularity scale.   

The sampling granularity depends on the tasks arrival process. A short burst 
of high utilization can cause saturation and performance issues, even though the 
overall utilization is low over a long interval. A major lead in balancing between 
the need of higher sampling frequency and reduction of the monitoring overload 
can be the Nyquist–Shannon sampling theorem: “If a function x(t) contains no 
frequencies higher than B hertz, it is completely determined by giving its ordinates 
at a series of points spaced 1/(2B) seconds apart” [10]. 

Monitoring space

 Monitored parameters list 
(list cardinality )

 Sampling granularity   States precision 

Low level 
(resources)

High level 
(services)

Equals the ratio between  
Sampling periods and 
a Performance or Load 
parameter – Nyquist-
Shannon sampling theorem

Equals the number of 
distinguishable states 
(or the number of the 
thresholds 
 = + 1)

• Utilization,
• Idle time,
• Capacity
• Transfer rates
• Success and 

failure rates
• etc.

• Rates
• Latency and 

Queue time
• Concurrency 

or Queue 
length

• Success and 
failure rates

• etc.

Fine sampling  ≥ 2
.
.
Semi-fi ne (medium) 

sampling   1
.
.
Coarse sampling 
 

2
3
.
.
<scale>
.
.
100 (full 0-100% scale)

Table 1. The three-dimensional monitoring space.

By the monitoring process, we have to consider the service process state as 
a function and consequently we can adapt the monitoring frequency to one of the 
following phenomena:
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a) resources – the mean period between the transition of the resource state 
from one state to another – e.g. from normal to overloaded state. Here 
we see a typical example of the implicit correlation between sampling 
granularity  and states precision  If the system monitoring recognizes 
numerous resource states then the probability of interstate transition of 
the resource and consequently the frequency of the transitions is bigger. 
Following the Nyquist requirement one has to rise the sampling rate 
making  fi ner.  

b) services load (tasks) – the mean service time of the tasks and the mean 
time between the tasks’ arrivals. 

Both those levels of monitoring granularity require adaptation of the 
monitoring frequency to the current state of the service process.

For reference purposes it is continent to introduce codes of the monitoring 
granularity cases. We defi ne these codes in Table 2. The codes do not provide 
precise value of the monitoring granularity triple <cardinality, sampling, 
precision>. Instead the quantitative values in <  > are replaced with 
qualitative symbols C for coarse and F for fi ne. Just an addition for the fi rst code 
is the lower index l or h for the monitoring level – low or high respectively.

Table 2. Case codes of the monitoring space

Let us consider how this coding works. 
Taking the state precision on *l*F↔*l*C scale one has fi ne-grain to coarse-grain of 

the resource (for lower index l) monitoring. For *l*F this means to divide the state space 
of a resource component to a relatively big number of distinguishable states. The ultimate 
practical granularity is 0-100% scale with its 100 distinguishable states. Obviously it is 
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not very practical to monitor the actual utilization of a resource with such a fi ne precision. 
A more balanced still fi ne-grain monitoring frequency can distinguish several levels of 
underloading and several levels of overloading. E.g. a 6-thresholds scale can comprises 
the 7 states with following exemplary limits: idle (0%), near idle (1-5%), underloaded 
(6-20%), normal (21-70%), overloaded (71-90%), near busy (91-95%), bottleneck (96-
100%). The information about the limit states – idle and bottleneck is – considered more 
valuable. E.g. in case of multiple resource components a newly arriving task can be 
planned on an idle or near-idle resource rather than on an underloaded resource. The same 
stands for the upper part of this scale2. These are *l*F -scales. In comparison a *l*C-scale 
would comprises just few thresholds – e.g. underloaded-overloaded states (1 threshold) or 
underloaded-normal-overloaded states (2 thresholds). 

By analogy a *h*F ↔*h*C scale has fi ne-grain to coarse-grain service 
monitoring. This means to divide the state space of a service again to a number 
of distinguishable states but using high-level monitoring parameters. The QoS is 
usually described by latency time TL and service time TS. TL and TS are connected 
by the waiting or queue time TS in the dependency:

TL = TQ + TS  (1) 

In order to use TL as a local load measure one has to either use:
a) a benchmark service with known TS and to keep record log of its 

consecutive TLi – this is an easier and straightforward approach but 
generating additional overload

b) any service – by checking the ratio  between its service time TS and 
queue time TQ, or the queue time alone:

= TQ/TS.  (2)

Again depending on monitoring granularity we may have various number 
of distinguishable states of the monitored service performance. In such an event 
scale for 

TQ = 0 (also  = 0 regardless TS) one has idle resource. (3)

The upper part of the scale is context dependent on the load granularity itself 

2 The upper part of the utilization scale is of major use if the planning and enacting processes are 
designed to transfer partially executed tasks form busy and bottleneck resources or services to 
the less loaded ones. Such planning algorithms have far less application chiefl y because of the 
overload of transferring partially executed tasks together with their context; e.g. a transfer of a 
virtual machine to another server would require to stop and store all local processes and their 
messages at proper checkpoints along with VM core itself, further to transfer the stored state to 
another node and restore the processes in reverse order. Planning the newly arrived tasks do not 
incur such overload. As a linear dependency reaches 100% bound of U it is suitable for real time 
servicing while the sigmoid line do not need to reach 100% for higher. Of course this curves are 
to be considered merely as numerical approximations or hypotheses and model to the real process 
of service monitoring – Fig. 2.
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i.e. on TS. For this upper part the ratio between the service time and queuing time 
can be used as measure of the system readiness. Analogously to an early concept 
for the perceived time in   [1] we can estimate 

  = 1 as indicator for 50% utilization (4)

of the servicing resource as half of the service latency is being spend in waiting 
line – Fig. 2. Not so obvious is the defi nition of which value of r represents 100% 
or near100% utilization of the servicing resource. If we want to keep a linear scale it is 
easy to defi ne

  ≥ 2 as indicator for 100% utilization. (5)

Figure 2. Utilization U as a function of service ratio ρ.

One is not limited to this upper bound and to linearity as well. As a 
speculation on this subject we can suggest trigonometric sigmoid instead of a 
linear dependency U() – Fig. 2. For example in the real time servicing the latency 
TL is limited by one- or two-parameters deadline. In the interactive services TL is 
bound to the specifi c QoS requirements. In the batch processing systems there are 
no practical limits to TL. Consequently expressions (4, 5) are only exemplary as 
they are model- or assumption-dependent.

By *h*F ↔ *h*C scale we may defi ne coarser or fi ner number of states as for 
*l*F ↔ *l*C monitoring scale. Let us consider these two scales by the examples 
of their typical monitoring set of parameters in the following section.

3. Case Study: Metrics Parameters

To illustrate how our monitoring granularity scheme refl ects the “real-world” 
system metrics we will map several typical metrics sets taken from [3, 4, 8, and 
9] on it.
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Metrics capture a state of a property of a system or systems at a specifi c point 
in time — for example, the number of users currently logged in. They are usually 
collected at regular intervals to monitor a system over time. Let us consider the 
possible metrics:

 3.1. Service (or Load) metrics

Load metrics show the high-level state and health of a system by measuring 
its visible or useful result. Although a load process can be described independently 
to the target system (e.g. by the number of tasks’ operations and the tasks’ 
interarrival time), it is more practical and applicable to measure a load process by 
the times of its servicing by the target server system.  Load metrics are generally 
classifi ed into several sub-types.

1. Throughput is the amount of usable work the system is doing for certain 
time period. Throughput is the rate at which a system completes operations, in 
units of operations per second.

2. Success metric represents the percentage of work that was executed 
successfully.

3. Error metric capture the number of erroneous results, usually expressed as 
a rate of errors per unit time or normalized by the throughput to yield errors per 
unit of work. Error metrics are captured separately from success metrics because 
errors could indicate serious problem with.

4. Concurrency is the number of operations in progress at a time, either as an 
instantaneous measure or an average over an interval of time.

5. Latency TL is the most common performance metric, which represents the 
time required to complete a unit of work. It is the total time operations require 
to complete, from the perspective of the client (be it a user or another system).  
Latency is the time between making the request and getting the response. Latency 
is usually composed of two parts:

Queue time TQ is the fi rst component of latency: the time the request spends 
waiting, queued for service, after the request is made but before the work begins. 

Service time 

TS = TL - TQ  (6)

is the second component of latency, after the device accepts a request from 
the queue and does the actual work. While TL and TQ depend on the local resource 
condition, TS is independent to any resource parameter; it is just one of the two 
major load model parameters (the other is the interarrival process e.g. mean 
interarrival time).
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Subtype Description
throughput http requests per second
success rate percentage of http requests since last 

measurement
error rate percentage of http requests returning http 

error code 500 (Internal Server Error) and/or 
unauthorized error since last measurement

latency95 (i.e. by 95% utilization) 95th percentile query time [mS]
latency99 99th percentile query time [mS]

Table 3. Example load metrics: Http web service – case code FhFF

3.2. Resource metrics or performance

Resource metrics includes all physical server functional components (CPUs, 
disks, communication busses). Some resources are low-level — for instance, 
a server’s resources include such physical components as CPU free or busy 
capacity, memory, disks, and network interfaces.

1. Utilization U: most of the time means the average percentage of time that 
a resource is busy performing useful work and for the various type of memories, 
utilization is the capacity of the resource that is used.

Even if the resource is fully busy, it can still accept more work - which is 
often put in a queue or makes the length of the system queue to grow instead 
of to shrink or stay stable. The degree to which it cannot do so is identifi ed by 
saturation. Once a capacity resource reaches 100-percent utilization, no more 
work can be accepted, and it either queues the work (saturation) or returns errors. 
100% utilization usually indicates bottleneck. 

By coarse granularity the utilization is measured over a relatively long time 
period (multiple seconds or minutes), a total utilization of, say, 70% can hide 
short bursts of 100% utilization.

Some system resources, such as hard disks, cannot be interrupted during 
an operation, even for higher-priority work as opposed to CPUs, which can be 
interrupted (“preempted”) at almost any moment. Once utilization is over 70%, 
queueing delays can become more frequent and noticeable.

In general for cost-effective cloud management targets no more than two 
situation – preventing of underloaded states of the system components as well 
as overloaded states. There is no much sense or QoS gain in load balancing 
between resources that are working with 40-50-60% utilization. Furthermore 
load balancing and leveraging schemes are applicable only if there are replicated 
or multiplied resources or services – depending on the control level.  

Defi nition of utilization can be space- or time-oriented or both. This depends 
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on the resource type. By I/O resources (e.g., disks) – utilization is the busy time. 
By capacity resources (e.g., main memory) – utilization is space or capacity 
consumed. Storage devices can be measured as both space- and time-consuming 
resources. Utilization varies during the service time. It is practical to measure it 
as cumulative percentage over a time interval (e.g., CPU is running at 90-percent 
utilization). This time interval or the period between the consecutive utilization 
values represents the granularity of the utilization monitoring. Generally 
the shorter sampling period means fi ner granularity. However, the concept of 
monitoring granularity is context dependent on the working mode of the resource. 
If the utilization of the resource stays stable during a long period of time then 
even a low frequency sampling can be interpreted as fi ne granularity. On the 
contrary, if the utilization fl uctuates heavily then we need very short sampling 
period in order to monitor and eventually to control the service process. 

4. Conclusion

The proposed monitoring granularity space defi nes its complexity as a three-
component parameter which we call granularity. One can refer to the each scale 
of this monitoring space in order to compare various monitoring polices. The 
components of granularity have comparable and typically quantitative values. 
Each of the three scales – on ,  and  – is multi-state scale. Nevertheless we 
split these scales into two parts – “fi ne” and “coarse” which produces the 3-letter 
codes for the monitoring granularity 

It is always practical to reduce a multicomponent estimation to single 
parameter. This is possible if we consider each of the parameters not merely 
as fi ne or coarse but as a full-scale parameter. Formally it is easy to propose 
a weighted scalar  out of three parameters granularity (  ) provided we 
assume the same weight in the estimative formula:

  (7)

However such straightforward approach does not take into account 
potentially different signifi cance of the three components for the complexness of 
the monitoring granularity. A proper value of  should serve as estimative of the 
system overload which a monitoring policy induces in the servicing infrastructure. 
Therefore the validity of (7) must be checked and possibly revised after extensive 
testing or benchmarking of the monitoring overload in whole scale presented in 
Table 1.
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Abstract. In the last decade, the volume, variety, velocity and the veracity of the 
information including the variety of devices that transmit the information rapidly 
increased and made a huge data fl ooding, creating big unstructured databases. Big 
Data refers to databases that vary by type, volume, velocity and variety. The standard 
techniques for data analyzing and optimizing fail to deal with these databases and 
it is necessary to fi nd other methods and tools to deal with these problems. One of 
these tools is Apache Spark which has become one of the most popular tools when 
analytics and visualization of Big Data is taken into consideration. In this paper, the 
MLlib library is used as a part of Spark, for creating and analyzing data models. 
The two models are created using the Random Forest regression and Logistic 
Regression algorithms. Using these algorithms, the strong features that defi ne the 
targets are presented and the models’ effectiveness is verifi ed.

Keywords: Big data, Spark, MLlib, Random Forest regression, Logistic regression.

1. Introduction

The recent interdisciplinary area that uses scientifi c methods, processes and 
systems for extracting knowledge and making deep data insight is Data Science. 
Today’s data fl ood has various forms, unstructured or structured [1]. The data 
scientists combine statistics and mathematics, programming methods and newest 
problem-solving algorithms to deal with data complexity and to fi nd unknown 
patterns in data. This is a great challenge for data scientists. The Big data concept 
is used to delve with heterogeneous data that cannot be analyzed or processed 
with traditional tools and methods. The gained Data Science knowledge for data 
variety, volume, velocity and veracity can be used by data scientists to develop 
a new technique that can be used for Big data processing, data visualization and 
data analytics.

The Data Science knowledge is used by many organizations in order 
to gain additional advantage for their organizations and to infl uence on some 
business improvement, taking into consideration that their future depends on the 
information and knowledge gained through data analysis [3]. Focusing on using 
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some services that follows users’ experience, compels business organization to 
use emerging software tools that use machine learning algorithms [4].

The increased Big Data analysis popularity is the main reason for usage of 
these novel tools and techniques. The machine learning algorithms is one of the 
techniques that provides capabilities to solve high complex problems and it is a 
desirable tool for data scientists [5] [31]. Such analysis leads to one of the most 
powerful uses of Big Data such as creation of prediction for the given set of 
responses. 

A large set of machine algorithms is used for classifi cation and regression. 
The Random Forest algorithm also belongs to these groups, although it is 
described mostly as a combination of predictors. The predictor’s algorithm is 
infl uenced by a random vector value and independent samples through the same 
data distribution. For each predictor, the algorithm creates the tree in the forest [7]. 
The structure of the algorithm leads to low error rate. Also, one of the main uses 
of Random Forest algorithm is testing through many simulations, created for real 
problems [10]. This method can be used in applications with correlate predictors, 
even if the number of predictors is greater than the number of observations [9].

The Logistic regression algorithm is an approach that is used when the 
categorical depended variable can have only two values, as true or false [29]. 
As a method used for analyzing categorical responsive variables, for many data 
scientists this type of regression is better suited for modeling, compared to the 
discriminant analysis [13].

The variety of tools available for data analysis empowers developers to deal 
with data, to dig deeper into the data [14]. One of the most popular framework 
is Apache Spark [2], fast and cluster computing system that provides high level 
API’s in Java, Scala, Python and R. As an optimized engine, Spark supports 
general execution graphs. The framework also provides faster and more general 
data processing platform which enables increasing of speed 100x, when the 
program run in memory, or 10x faster when run on disk than what Hadoop does 
[3]. Data scientists also use the framework for rapid scalable data transformation 
and data analysis. The framework supports set of high level tools as Spark SQL, 
MLlib for machine learning, GraphX for graph processing and Spark Streaming.

The paper aims to create, analyze and optimize models using both, Random 
forest regression and Logistic regression algorithms on the same dataset in the 
framework that provides scalability with a minimal fault tolerance. Using a visual 
Spark application, an open source dataset is implemented and then, the data are 
transformed to get reliable results. The model is evaluated using regression 
evaluation metric. In the end, the results of the model effectiveness are presented 
for the fi rst model, and the results of the feature importance from the second 
model.

The paper is organized as follows. Section two highlight the relevant related 
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work in the area. Section three provides an overview of mentioned algorithms, as 
well as the testing environment that is used. Also this section briefl y describes the 
main steps for creating the models. Section four discusses the process of models’ 
training using the algorithm Random Forest and Logistic Regression. In section 
fi ve, the results of the model analysis are presented. Finally, some considerations 
and conclusions as well as future work are presented.

2. Related works

The general knowledge for Random Forest algorithm in the machine learning 
area is taken into consideration by Brieman [24]. The author combined different 
trees decision methods. Many authors explain improvement in the classifi cation 
and regression accuracy, achieved by usage of the trees [8],[15]. In this model, 
each tree is built according to some random parameter. Later, the algorithm is 
widely accepted with successful application for general use in the classifi cation 
and regression method.

This research paper motivates many scientists to dig deeper into algorithm, 
as is shown in Dietterich paper [18]. The algorithm is improved by using random 
subspace method with randomizing the internal decisions of learning algorithm. 
More improvements of the Random Forest algorithm are made by random split 
selection methods [19].

The next years, this algorithm evolved from simple algorithm to model’s 
framework [21]. The author analyzes the Brieman’s algorithm in details and 
proves that the convergence rate depends only on the important features that are 
used in the algorithm.

Zachari and Fridolin present technical details of how the algorithm behaves 
in theory and practice, using examples of the American politics literature [11]. 
The authors introduce a software, used for algorithm implementation as well as 
methods that are discussed in the paper.

The general article provided by Peng, Lee and Ingersoll enable for researchers, 
editors, and readers to give a set of guidelines that enable some answers to the 
question what to expect when the article uses logistic regression techniques [22].

Deeper and wider analysis of the Logistic Regression is enabled by the 
authors proposing a performance measure that can be estimated, taking into 
consideration positive and unlabeled examples used for evaluating model 
performance. The measure that they propose, can be used with a validation set in 
order to select regularization parameters for logistic regression [16]. In the next 
paper the authors introduce a logistic model for data matching and describe the 
corresponding odds ratio formula [23].
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3. Model development

The process of models development is described in this section. The models 
are also tested, one of them is evaluated using the Random Forest Regression. 
In the beginning, the basics of the Random forest algorithm processes are 
also described. Next, the testing environment is given, providing step-by-step 
explanation for the models development.

3.1. Random forest

The random forests algorithm is created to merge the prediction of a couple 
of trees, trained in isolations [15]. The trees are individually trained and the 
predictions of the trees are combined using the averaging process. The main 
choices that have to be done in the process of building random tree are: the 
method for splitting the leaves, the type of predictor that will be used in each leaf 
and the method for randomizing the trees [21]. Each of these methods demands 
appropriate selection of the split candidate and method for evaluation of quality 
for each candidate. The most common choices use axis with aligned splits or 
linear splits. 

This process begins with generating candidate splits, whereby the criterion 
for selection between the splits is evaluated. One of the most common approaches 
is the process of choosing the right split candidate that is developed by the purity 
function over the leaves.

The most common choice for predictors in each leaf is using the average 
response over the training points that took part in the leaf. The process of inserting 
randomization can be achieved in different ways. One way is the randomization 
of choosing the dimensions that can be used as split candidates for each leaf. 
Another way is the choice between the coeffi cients for random combinations of 
features. Disregarding which randomization is used, the thresholds can either be 
chosen randomly, or by optimization of some part or whole data set included in 
the leaf.

3.2. Logistic regression

The logistic regression classifi er is similar to the linear classifi er that uses 
the calculated scores for predicting the target class. This regression is a statistical 
method used for analyzing of dataset where the data of relation between the 
categorical dependent variable and one or many independent variables by 
estimating probabilities using a logistic function are measured [12].

The output is measured using a dichotomous variable in order to predict a 
binary output given as a set of independent variables, meaning that the logistic 
regression is linear when the outcome variable is categorical and it predicts the 
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probability of occurrence of event by data fi tting to a logit function.
This algorithm generates the coeffi cients for some features of interest in 

order to predict the logit transformation of the probability of presence:

where p denotes the features of interest presence probability. The logit 
transformation is defended as follow [28]:

Estimation made in this regression give the parameters maximizing the 
likelihood of observed simple values, rather than parameters minimizing the 
squared errors sum.

3.3. Testing environment

The application used for testing purposes presented in paper is Seahorse. 
This is a visual framework that provides creation of custom, simple and visual 
Apache Spark models [25]. The available methods in Apache Spark are presented 
as Seahorse objects. With selection of a set of objects and tools, the model is 
defi ned and then it can be used for analyzing and visualizing different data types 
through application’s visual interface [6]. These objects also create workfl ow for 
model’s visual presentation.

The main advantage is that the created models run through web browser, 
such as Chrome or Mozilla. The application can be linked or connected to some 
cluster, such as YARN [26], Mesos [27] or Spark Standalone.

3.4. Data description

Apache Spark is created to support and load various data sources as local data 
sources or servers’ databases, cloud databases as HDFS data system or Google 
Drive [17]. This application can also be connected with different fi les types with a 
wide range of databases from a simple mySql tables, to large CSV or JSON fi les. 
If the database is attached to the server, the user has to be aware of the speed of 
database reading, database format etc. Before data reading, the database has to 
be transformed - to be cleansed, in order to provide accurate custom calculations.

For this purpose, as open source dataset, “Supplier Directory Data” is used 
[20]. The dataset is presented in .csv format and includes a list of suppliers 
that indicates the supplies carried at that location and the supplier’s Medicare 
participation status in the United States. With its 174 MB size, it contains 



154

9 columns (Country, DBA Name, Address, City, State, Zip, Phone, Product 
Category Name, Competitive bid) and 716.681 rows.

As it was mentioned before, some additional preprocessing activities have 
to be undertaken. The additional preparation of the database has to be made in 
order to improve the raw data quality. The ReadDataFrame method is used for 
data loading and data reading.

3.5. Data transformation

The next step of the model creation is the additional data processing. If the 
data type is string, the value has to be encoded into integer in order to get the 
index from the string column. For this reason, the StringIndexer method is used. 
This method transforms the labels with string values to labels with indexes. The 
indexes are ordered by frequency of the labels. The most frequent label gets 
an index 0, etc. For this model, all of the string columns are indexed (column 
range 0-8). Using this method, new indexed columns are created with the prefi x 
indexed_.

In order to apply calculations to the String indexed columns, the 
OneHotEncoder method is used to create binary vector from the indexed data. 
The method translates ordinal values to vector having “1” only at position given 
by input numeric value. In this step, the column range is 9-16, excluding the 
Competitive_Bid column.

For predicted results comparition, weather the competitive bid is true or 
false, the indexes of the Competitive_Bid column are used to create a new column 
- Competitive_Bid_label. In this column, data of the competitive bid - true get 
index 1 and the competitive bid - false get index 0.

For additional data analysis, model optimization and model training, the 
method VectorAssembler is used. With this method the column range 9-16 from 
dataset join single vector column named features, as shown on Table 1.

Following the steps described above, the dataset is ready for additional 
optimization in order to apply the Random Forest algorithm for the fi rst model 
and the Logistic regression algorithm for the second model.

Table 1: Data preparation for the models

Competitive_Bid Competitive_Bid _label features
false 0 (23306, [(227, 1), (3450, 1), (6718, 1), 

(12577, 1), (14195, 1), (15373, 1), (18157, 
1), (23304, 1)])

true 1 (23306, [(175, 1), (3228, 1), (6724, 1), 
(12368, 1), (14196, 1), (14794, 1), (18195, 
1), (23300, 1), (23305, 1)])
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4. Model training 

In order to perform an evaluation of the models, data have to be spitted into 
testing dataset and training dataset. This operation can be done using the Split 
method. In both models, the data is split with 0.75 ratio. In order to train the 
model, the Fit method is used. In the fi rst model, the RandomForestRegression 
method is used to defi ne the strong features defi ning competitive bid, sorted by 
priority and evaluated by the Root mean square error metric. In the second model, 
the LogisticRegression method is used to distinguish whether the competitive bid 
is true or false. The process development is shown on Figure 1.

Fig. 1: The processes of Models’ development

In the fi rst model that uses Random forest regression algorithm, the method 
contains parameters that have to be modifi ed to get the needed features’ importance 
level. The parameters are: max depth, max bins and number of trees. There are 
many other parameters that can be tuned as: Maximum Depth, Maximum Bins, 
Minimum instances per node, Maximum Memory, Cache node IDs, Checkpoint 
interval, Regression impurity, Sampling Rate, Seed, Number of trees and Feature 
Subset strategy. For this model, they have default values. The input column in this 
method is competitive_bid label, and features column is vector column features. 
The max depth is 5, max bins 32 and the number of trees is 20. Also, in the 
end, the model can be evaluated using the Root mean square error, R2 or Mean 
absolute error.

In the second model, the LogisticRegression method is used. The method has 
many parameters that can be tuned, for instance, elastic net mix parameter (for 
alpha = 0, the penalty is an L2 penalty and for alpha = 1, it is an L1 penalty) is set 
to 0, the regularization parameter (range constraints: 0 <= “regularization param” 
and “regularization param” is a fl oating point number), is set to 0, the tolerance 
parameter, etc. As an input column in the method, competitive_bid_label is used 
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and vector column features as features column.
Further, both of the testing sets are ready for verifying effectiveness of the 

model. In order to get prediction using the training model, the Transform method 
is used. The effectiveness is evaluated by comparing the predicted data results 
from the model with the real data. These numbers are counted and presented as 
number.

5. Results and discussion

The model Fit returns a trained model. In the Random Forest regression 
model report, as an output the feature importance vector is calculated. The values 
from the n-th cell in this output indicates how much it affects the n-th feature on 
the overall prediction. The calculated values from the training model show the 
most important features defi ned in competitive_bid_label, sorted by descending 
order, shown in Table 2.

Table 2: Feature importance that defi ne the Competitive Bid index

Feature Value

State 0.0415439

City 0.000420416

Address 0.000284102

The results presented in Table 2 show that the feature “State” mostly affect 
the Competitive bid index in the Random Forest regression model. This value can 
be improved with increasing the numbers of tests and changing the parameters in 
the Fit object.

The Random Forest regression model is evaluated using standard deviation 
from the prediction errors using the Root Mean Square Error evaluation metric. 
The prediction error shows the maximal difference from the regression compared 
with the results. Taking into consideration calculated results from the model, the 
less signifi cant aberration is shown with value of 0.121.

The output of the LogisticRegression method creates three new columns: 
raw_prediction (the confi dence level), probability (column for predicted class 
conditional probabilities) and the prediction column created during model 
scoring. Using a simple SQL transformation, the values from the prediction 
column and the competitive_bid_label are compared. The model report shows no 
results where the prediction is 0 and the competitive_bid_level is 1, or where the 
prediction is 1 and the competitive_bid_label is 0, which means that the model 
performed well.
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6. Conclusions

The aim of the paper is to highlight how the machine learning algorithms 
Random Forest and Logistic regression can be applied for deep analysis of certain 
problems through modelling, analyzing and visualizing datasets, using Spark. 
The main purpose of using machine learning algorithm is to create a model, test 
the feature importance, evaluate the results and verify the effectiveness of the 
model.

The general purpose of using the Random Forest algorithm is to calculate 
the strong features that describe the prediction feature, ordered by importance. In 
the Random Forest model, the strong features that describe the predicted feature 
Competitive Bid are: State, City and Address.

The calculated error rate generated from the evaluation metrics Root mean 
square is 0.121 that shows the maximum difference between the empirical value 
and the value calculated from the model.

After the comparison of the values gained from the prediction of the Logistic 
Regression model with the real values taken from the dataset, the conclusion is 
that the model has good performance, taking into consideration results which 
pointed zero falsely competitive bid values comparing to the real values from the 
dataset.

In the future, the model could be analyzed in details to minimize the error 
rate and detect the maximum deviation of some values. The higher deviations 
have to be optimized with model testing using additional values of the testing 
parameters. The models can be improved by fi ne tuning of the parameters of the 
algorithms that can lead to better optimization of the results.
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