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Abstract: The rise of Artificial Intelligence (AI) has significantly impacted the political landscape, introducing novel challenges alongside 

opportunities for all involved. However, one of the most significant impacts can be found in its ability to manipulate information and shape public 

opinion, which has led to numerous concerns about the integrity of political discourse. Recognizing this issue, this paper explores the challenges 

posed by AI-powered disinformation and misinformation in political discourse, focusing on deepfakes, microtargeting, and weaponized bots and 

how they manipulate public opinion. Using a qualitative approach, the paper analyzes existing media literacy handbooks to develop a 

comprehensive framework for enhancing media literacy education. Aligned with the study‟s objectives, this framework aims to equip students with 

the critical thinking skills necessary to navigate this „tangled web‟ and engage more effectively in democratic processes. The study argues that 

robust media literacy education is essential in mitigating the negative impacts of AI-powered disinformation and misinformation in political 

contexts. 
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INTRODUCTION 

 

A healthy democracy thrives on an informed citizenry engaged in constructive political 

discourse. This discourse is the foundation for policy decisions and a strong sense of civic duty 

(Ahmadov 2022). However, the rise of Artificial Intelligence (AI) has cast a long shadow over the 

integrity of political discourse. Malicious actors can now misuse generative AI models to 

generate deepfakes and other forms of synthetic media, deliberately manipulating information 

and swaying public opinion (Tiernan et al. 2023). As a sub-field of AI, generative AI - easily 

produces novel text, images, music, and software by analyzing enormous collections of digitized 

material (Kaplan 2024). Thus, generative AI can produce different types of content within 

seconds. Depending on the person prompting the generative AI model, this content can vary 

from harmless to malicious. This troubling trend may mean that we must radically reevaluate our 

approach to media literacy education, as AI has significantly simplified the process of creating 

misleading content. 

Recognizing this issue, this paper proposes a framework for media literacy education 

within the broader context of political education, specifically designed for the age of AI. This 

framework equips students with the critical thinking skills necessary to distinguish fact from 

fiction in an increasingly complex information landscape. By empowering students to be made 

more media literate, the future can be safeguarded, ensuring democracy based on informed 

political decisions. 

 

https://orcid.org/0000-0002-3270-7137


Journal of Legal and Political Education  · Volume 1 · Number 1 · 2024 · eISSN: 2955-2389    

Published online by the Institute for Research and European Studies at www.iies.mk/jlpe     

 

51 

 

LITERATURE REVIEW 

 

AI-Powered Deception: A New Era of Political Disinformation 

 

The digital age has produced a potent new weapon for political manipulation: AI. 

Generative AI models are on the rise, fundamentally altering the landscape of political discourse 

and creating a breeding ground for both disinformation and voter manipulation. Some of the 

most troubling instances include deepfakes and synthetic media, microtargeting, and 

weaponized bots. 

 

Deepfakes and Synthetic Media 

 

One of the most concerning advancements in the field of generative AI is the rise of 

deepfakes and synthetic media. According to OED (2023), deepfakes are “any of various media, 

esp. a video, that has been digitally manipulated to replace one person‟s likeness convincingly 

with that of another, often used maliciously to show someone doing something that he or she 

did not do.” Deepfakes are a subset of synthetic media which “is an all-encompassing term to 

describe any type of content whether video, image, text or voice that has been partially or fully 

generated using AI or machine learning” (Askari 2023). These AI-generated videos and audio 

recordings can realistically portray individuals saying or doing things they never did. 

This technology can be used to fabricate political scandals, which are proven to dissuade 

voters (Maier 2011), sow discord amongst opposing factions, and erode trust in legitimate 

media sources, thus manipulating voters and significantly impacting the political landscape. If 

left unchecked, the deepfakes could have serious consequences for how journalists report the 

news, people‟s ability to make informed decisions, and the overall health of democracy (Flynn et 

al. 2017; Bennett and Livingston 2018; Chadwick et al. 2018).  

 

(Political) Microtargeting 

 

Beyond fabricating content, AI excels at personalizing it. Microtargeting, defined as 

“creating customized winning messages, proof points and offers, accurately predicting their 

impact, and delivering them directly to individuals” (Agan 2007, 2), is widely used in advertising 

and politics. It is a technique that nowadays leverages technology for best results. Technology is 

particularly useful in advanced political microtargeting to single out the potential voters, donors, 

and supporters  (Aagard and Marthedal 2023; Cacciotto 2017; Bennett 2015; Bimber 2014), and 

AI is just the next iteration of tech-based microtargeting. 

Political microtargeting (PMT) “is a way to capture the attention of citizens who are on 

the one hand very reachable, because they carry their phones with them at all times, because 

their whereabouts are tracked, and because their personal data such as home addresses are 

collected on a large scale” (Dobber 2020, 9). The year 2016 marked a significant shift in how 

people viewed the use of digital tools in PMT political campaigns, in general. The unexpected 

results of the Brexit vote and the US presidential election of Donald Trump, both of which 

heavily utilized PMT tactics, drew widespread attention and proved that PMT is a powerful 

persuasion tool capable of swaying voters‟ opinions (Mahboob 2019). 



Journal of Legal and Political Education  · Volume 1 · Number 1 · 2024 · eISSN: 2955-2389    

Published online by the Institute for Research and European Studies at www.iies.mk/jlpe     

 

52 

 

AI can simplify the PMT process as it uses vast datasets to build detailed profiles of 

voters. This allows political campaigners to tailor messages that resonate with individual 

preferences, biases, and anxieties. Understandably, this can be a powerful tool for voter 

suppression (Mie Kim 2018), discouraging individuals from voting or swaying their opinions with 

emotionally charged content that bypasses critical thinking. 

 

Weaponized Bots and Algorithmic Amplification 

 

Social media platforms are rife with automated accounts, often called bots. A bot, “a 

computer program that performs automatic repetitive tasks” (Merriam-Webster 2024), can be 

easily programmed to spread misinformation and propaganda. Such a bot can create the 

illusion of widespread support for a particular political candidate or viewpoint, drowning out 

legitimate voices in a sea of automated noise (Howard et al. 2018). 

Recent developments in AI technology have made bots-creation significantly easier. As a 

result, somewhat capable, custom-made AI-powered bots have been on the rise. However, it is 

important to note that even ready-made AI algorithms that curate social media feeds can 

amplify misinformation by prioritizing content likely to generate clicks and engagement, 

regardless of its truthfulness. 

This confluence of all the aforementioned AI-powered manipulation techniques creates a 

“perfect storm” for political manipulation. For instance, a recent picture collage, shared by 

Republican presidential candidate Ron DeSantis, portrayed President Donald Trump hugging 

Anthony Fauci, the former Covid czar. Three of the six images in the collage were found to be 

AI-generated. And while the line between fact and fiction was indeed blurred, the goal of the 

collage itself was clear: to spread misinformation and sway voters. In April, the Republican 

National Committee also released an ad featuring AI-generated content. Their goal was to 

illustrate hypothetical crises that could occur if President Joe Biden were to secure a second 

term (Bond 2023). These examples best show how easily generative AI models can be misused 

during political campaigns to produce realistic-looking content that appears reliable and 

credible. 

 

Media Literacy in the Age of AI 

 

Digital literacy is “the ability to search for, evaluate, understand, and integrate 

information found online” (Ng 2012), and by extension, media literacy has never been so critical. 

People are bombarded with all kinds of content every waking moment, and their ability to 

critically assess this information is becoming more crucial in this digital era. 

In the face of AI-powered manipulation, media literacy, and by extension, media literacy 

education have become the only reliable weapon against potential disinformation, political or 

otherwise. AI is everywhere, and thus, the impact of AI on media literacy has become an even 

more complex issue that continues to evolve, especially in post-ChatGPT frenzy times (Tiernan et 

al. 2023; Valtonen et al. 2019). Voice-clonning, deepfakes, and AI-generated images are posted 

and shared online daily. And they are becoming increasingly difficult to identify. 

A cornerstone of media literacy is the ability to assess information sources. This involves 

checking websites for credibility and asking basic questions to determine reliability: Who 
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publishes the content? Are there clear author attributions and affiliations? Does the site exhibit 

transparency about its funding and potential biases?   

Similarly, faced with increasing AI-generated content, students must be adept at 

detecting manipulated content. Deepfakes and synthetic media require a critical eye for 

inconsistencies, unnatural movements, or audio glitches - skills that numerous students lack. 

Additionally, AI systems are trained on vast datasets, and these datasets can reflect the biases 

present in the real world. This means that AI-powered recommendations and search results may 

unconsciously favor certain political viewpoints or perspectives - which students, who are also 

voters, need to understand. Bykov and Medvedeva (2024) advocate for heightened media 

literacy efforts in the age of AI, suggesting that improved media literacy can even help people 

understand and use AI more effectively. 

As stated, AI poses significant challenges to media literacy, and some educational 

initiatives are already underway to meet these challenges. Programs like MIT‟s “Media Literacy in 

the Age of Deepfakes” aim to equip students and the broader public with the tools necessary to 

navigate content in the era of highly believable deepfakes. MIT‟s course incorporates case 

studies, such as the deepfake of President Nixon‟s speech in “In Event of Moon Disaster”, to 

illustrate the perils of AI in media. These educational efforts further emphasize the need for an 

up-to-date media literacy curriculum that will include AI aspects, ensuring students are prepared 

to critically assess AI-generated content in whichever scenario (Harvard Graduate School of 

Education 2024). 

 

METHODOLOGY 

 

For the purposes of this research, a qualitative analysis of the existing media literacy 

handbooks and curricula was conducted with a specific focus on the three most popular options 

in North Macedonia. The analysis followed the qualitative content analysis (QCA) approach by 

Schreier (2012) and the following steps: handbook selection, definition of a research question, 

data collection, coding frame development, and data analysis and interpretation. 

The three handbooks chosen were: 

1. Handbook for Teachers for Studying Media Literacy in Mother Language Teaching: for 

Primary and Secondary Education (2010).  

2. Media Literacy: Trainers‟ Handbook (USAID n.d.). 

3. Media Literacy Handbook for Youth, Media, and Youth Organizations (2018).  

 

The research question was then defined as: “How do media literacy handbooks in North 

Macedonia introduce/discuss the concept of artificial intelligence?”. 

Initial categories, or codes, were then set as part of the coding framework: 

 Code 1: AI Definitions and Explanations 

 Code 2: Ethical Considerations 

 Code 3: Fake News and AI 

 

The handbooks were then fragmented into units (sections) and analyzed according to 

the coding framework. Drawing on the insights from the analysis of the chosen handbooks, a 5-

module framework for enhancing media literacy skills was developed by the author, focusing on 

https://www.irex.org/sites/default/files/Learn%20to%20Discern%20Trainers%20Manual%20%E2%80%93%20N.%20Macedonia%20YouThink.pdf
https://www.medium.edu.mk/attach/Priracnik-za-mediumska-pismenost-MK.pdf?5c1a6b78
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AI. This framework aims to provide a practical and adaptable approach that educators can utilize 

to equip students with the critical thinking skills necessary to navigate the complexities of AI-

powered political (dis)information. 

 

RESULTS 

 

Analysis of Existing Media Literacy Handbooks 

 

For the purposes of this study, a comprehensive analysis of three media literacy 

handbooks was conducted. The chosen handbooks are all highly regarded, easily accessible, and 

written in Macedonian. 

The analysis revealed a significant gap in addressing the challenges posed by AI-

powered manipulation in media, in general, but also in the political sphere: 

 Code 1: AI Definitions and Explanations 

None of the handbooks provided comprehensive definitions or explanations of AI and its 

applications in media and/or political news.  

 Code 2: Ethical Considerations 

The ethical implications of AI in media were notably absent in all three handbooks. As 

mentioned above, AI technologies raise several ethical concerns, so the lack of such content 

seems noteworthy. 

 Code 3: Fake News and AI 

While the proliferation of fake news is a well-documented issue in media literacy, the 

role of AI in generating and spreading misinformation was not addressed in any of the 

handbooks. 

Although all three handbooks provide precious insights and excellent, reliable 

information for critical thinking and source evaluation, they do not explicitly address the 

emerging threats posed by deepfakes, algorithmic bias, and weaponized bots. This has further 

highlighted the urgent need for a framework specifically tailored to equip students with the 

skills necessary to navigate the evolving landscape of AI-powered (political) discourse. 

 

Proposed Framework for Media Literacy in the Age of AI 

 

The following five-module framework has been developed to address the 

abovementioned critical gap. This framework focuses specifically on AI and its challenges 

regarding modern media literacy. The framework designed and proposed by the author is as 

follows: 

Module 1: Demystifying AI 

 Define AI and its role in shaping online information environments. 

 Explore the concept of algorithmic bias and its potential impact on search results and 

social media feeds. 

 Discuss the importance of recognizing diverse perspectives and mitigating echo 

chambers. 
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Module Objectives: 

After completing this module, students will: 

 Gain a basic understanding of AI and how it works. 

 Identify common uses of AI in everyday life. 

 Understand how AI systems can exhibit biases based on the data they are trained on. 

 Learn about the potential impacts of algorithmic bias on search results. 

 Recognize the importance of consuming information from a variety of sources. 

 Develop strategies to mitigate the effects of echo chambers in online environments in a 

political context. 

 

Module 2: Deepfakes and the Art of Deception 

 Analyze the technology behind deepfakes and synthetic media in general. 

 Develop techniques for identifying potential manipulation in videos and audio 

recordings. 

 Discuss the ethical implications of deepfakes and their potential to erode trust in media 

sources. 

 

Module Objectives: 

After completing this module, students will: 

 Comprehend the basic technology behind deepfakes and other forms of synthetic 

media. 

 Learn how AI creates realistic but fake videos, images, and audio recordings. 

 Develop skills to detect potential manipulation in videos and audio recordings. 

 Utilize tools and techniques to verify the authenticity of media content. 

 Understand the potential consequences of deepfakes on trust in media and society. 

 

Module 3: Evaluating Websites and Information Sources 

 Refine website evaluation skills by identifying credible news organizations and academic 

sources. 

 Explore tools for fact-checking and verifying information online. 

 Discuss techniques for lateral reading, consulting multiple sources to gain a 

comprehensive understanding of an issue, political or otherwise. 

 

 Module Objectives: 

After completing this module, students will: 

 Learn how to distinguish between credible news outlets and less reliable sources. 

 Understand the characteristics of reputable academic and peer-reviewed sources. 

 Know about various online tools and resources for fact-checking and verifying 

information. 

 Practice using these tools to evaluate the accuracy of online content. 

 Adopt lateral reading techniques to cross-check information from multiple sources. 

 Apply these skills to comprehensively and accurately understand political issues in their 

countries. 
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Module 4: Understanding Social Media Manipulation 

 Analyze the tactics employed in social media manipulation, including fake political 

accounts and bots. 

 Develop strategies for critically evaluating social media content and identifying potential 

misinformation. 

 Explore concepts like political microtargeting and understanding how online behavior 

can be exploited. 

 

Module Objectives: 

After completing this module, students will: 

 Identify common tactics used in social media manipulation, such as fake accounts and 

bots. 

 Analyze real-life examples of manipulation campaigns. 

 Develop skills to assess the authenticity and credibility of social media content critically. 

 Learn to identify red flags that may indicate misinformation. 

 Comprehend how political campaigns use data to target specific demographics with 

tailored messages. 

 Discuss the ethical implications and potential impact of microtargeting on democratic 

processes. 

 

Module 5: Building a Culture of Verification 

 Equip students with skills for utilizing reliable fact-checking resources. 

 Discuss the importance of open discourse and respectful debate in a healthy democracy. 

 Encourage students to actively participate in the information ecosystem, sharing credible 

sources and fostering critical thinking amongst peers. 

 

Module Objectives: 

After completing this module, students will: 

 Learn to utilize reliable fact-checking resources effectively. 

 Understand the importance of open and respectful debate in a healthy democracy. 

 Develop skills for engaging in productive and evidence-based discussions. 

 Understand the importance of sharing credible information on their networks. 

 Improve their critical thinking skills. 

 

It is important to note that this framework is rather general, so it can be adapted to fit 

the specific needs of different educational settings. The ultimate goal is to help educators 

develop students‟ media literacy skills in an age where AI-generated content, in both political 

and non-political contexts, is becoming increasingly realistic and challenging to identify. 
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CONCLUSION 

 

AI is now part of the media sphere. The analysis conducted for this study revealed a 

concerning gap in existing media literacy curricula: a lack of explicit focus on the challenges 

posed by AI in the political sphere. This study addresses the identified gap by proposing a 

comprehensive framework for media literacy that focuses on AI specifically. This 5-module 

framework aims to help students become discerning information consumers: individuals who 

can assess content critically and engage responsibly with political discourse. As AI technologies 

evolve, so must our approach to media literacy education. The race between technological 

innovation and media literacy education is continuous. While this framework provides a solid 

foundation, ongoing research, and adaptation will ensure that future generations are equipped 

to participate meaningfully in a healthy democracy. 

All in all, the emergence of AI has undoubtedly altered the landscape of political 

discourse. AI-powered tools now produce deepfakes, facilitate political microtargeting, and 

spread false information. Consequently, they pose a significant threat to informed participation 

in democracy. AI has created a breeding ground for misinformation and manipulation, eroding 

trust in media sources and politicians. Herein lies the critical importance of media literacy 

education within the broader context of political education. Equipping students with the skills 

necessary to critically analyze information, identify potential manipulation, and verify sources is 

truly paramount.  
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