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INTRODUCTION

International conference on Applied Internet and Information Technologies (AIIT) is an annual
conference that was held since 2012, based on successful results of International conference on
Information and Communication Technologies for Small and Medium Enterprises in 2011. This year,
AIIT2019 it was held on October 3-4, 2019 in Zrenjanin, Serbia.

The objectives of the International conference on Applied Internet and Information Technologies are
aligned with the goal of regional economic development. The conference focus is to facilitate
implementation of Internet and Information Technologies in all areas of human activities. The conference
provides forum for discussion and exchange of experiences between people from government, state
agencies, universities, research institutions and practitioners from industry. Information technologies
change during time and this year AIIT conference addressed diversity of ICT application areas and
relevant research topics such as:

Information systems Embedded systems
Software engineering and applications Software quality

Data science and big data technologies Software maintenance
Business intelligence Computer graphics
IT support to decision-making IT management
Communications and computer networks F-commerce

Data and system security E-Government
Distributed systems F-Fducation

Internet of Things Internet marketing

Information technologies enable collaboration across the globe. This year the conference was successfully co-
organized by 6 institutions from 4 countries - Serbia, North Macedonia, Russia and Bulgaria. It has been
managed in collaboration of 3 co-chairmen from Serbia, North Macedonia and Russia.

The conference included presentation of plenary lectures and regular papers - at main location in Zrenjanin,
Serbia and one oral section in Irkutsk, Russia. There were more than 60 papers presented within oral and poster
sessions, from 12 countries (Egypt, North Macedonia, Montenegro, Russia, Bosnia and Herzegovina, Bulgaria,
Malta, India, UK, USA and Hungary).

Within the main conference event, there were also two presentations of IT companies — “Vega IT sourcing” and
“"CRATER"”. Round table was held with the representatives from universities, Zrenjanin IT cluster and IT
companies with the topic ,Improving higher education according to the needs of ICT industry and e-
Government”, particularly to address issues in forthcoming accreditation.

The AIIT organizing commitee would like to thank authors of papers for their contribution. All submitted papers
were peer reviewed by the members of AIIT2019 program committee. Each submitted paper was assigned to at
least two reviewers from different countries and the paper analysis was conducted as double blind review.
Special gratitude is addressed to many reviewers from co-organizing institutions that made great impact on
quality of papers. The AIIT organizing commitee specially appreciate IT companies’ efforts in supporting the
conference by their participation at the round table - with the aim to encourage improving university teaching to
be aligned with the IT industry needs.

Information technologies are integrated in every human activity. IT application enhancements are encouraged
by university research, business organizations, public institutions and IT industry. The AIIT organizing commitee
welcomes future presentations of work in this field at next AIIT conference.

Ljubica Kazi, conference chairman
Evgeny Cherkashin, conference co-chairman
Blagoj Ristevski, conference co-chairman
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Artificial Intelligence in Smart Education and
Learning Systems: Techniques, Applications and
Challenges

Abdel-Badeeh M. Salem

Professor Dr. of Computer Science
Head of Atrtificial Intelligence and Knowledge Engineering Research Labs (Shams —AIKE-Labs)
Faculty of Computer and Information sciences
Ain Shams University, Cairo. Egypt
http://staff.asu.edu.eg/Badeeh-Salem http://aiasulab.000webhostapp.com/
abmsalem@yahoo.com absalem@cis.asu.edu.eg

Abstract - Artificial Intelligence (Al) is devoted to create
intelligent software and hardware that imitates the human
mind. The main goal of Al as a science and technology is to
make computers smarter by creating intelligent software
that will allow a computer to mimic some of the functions of
the human brain in selected applications. Applications of Al
technology include; general problem solving, data mining
and knowledge discovery, expert systems, natural language
processing, computer vision, robotics, law, education and
healthcare intelligent systems. All of these applications
employ knowledge base and inferencing techniques to solve
problems and help make decisions in specific domains.
Recently, Al paradigms and machine learning (ML)
techniques have become more widespread within the fields
of E-education and E-learning. Developing of smart
education/learning systems is very difficult from the
technological perspective and a challenging task. In this
paper we focus our discussion around the most efficient Al
paradigms and ML used in developing such systems;
namely: case-based reasoning, ontological engineering, and
data mining. In addition, the paper presents some examples
of the developed systems by the author and his colleagues at
Artificial Intelligence and Knowledge Engineering Research
Labs (Shams —AIKE-Labs) at Ain Shams University, Cairo,

Egypt.

Keywords: Atrtificial Intelligence, Knowledge Engineering,
Smart Education and Learning Systems, Machine Learning

l. INTRODUCTION

Smart education and learning (SEL) area is
interdisciplinary area of research, encompassing many
aspects of the educational technologies that cover
instruction, training, teaching, learning, pedagogy,
communication and collaboration. SEL systems (SELSs)
represent a special kind of knowledge-based systems.
Such systems permit the knowledge and experience of one
or more experts to be captured and stored in its knowledge
base. These systems are based on many disciplines such
as: cognitive science, computational neuroscience,
educational science, artificial intelligence(Al) and
knowledge engineering .So, SELs are intelligent systems
that imitate the human mind (leLS). The main
characteristics of these systems are the ability of
inference, reasoning, perception, learning, and knowledge-
based systems. To a limited degree, Al permits SELs to

accept knowledge from human input, and then use that
knowledge through simulated thought and reasoning
processes to solve problems. Many types of SELs are in
existence today and are applies to different domains and
tasks, e.g., law, geology, biological sciences, business
management, medical sciences, health care, commerce,
and education [12, 13, 21, 22].

Based on our analysis of the topics of the World
Conferences on Artificial Intelligence in Education (Al-
EDU), the research of Al in education and learning
consists of nine main areas, namely: intelligent tutoring
systems, teaching aspects, learning aspects, cognitive
computing and science, knowledge engineering,
intelligent tools and shells, educational robotics,
multimedia systems and natural language interfaces. In
this paper, we focus our discussion on smart education
and learning systems (SELS).The paper is organized as
follows; the second section introduces an overview of the
main aspects of Smart Educational and Learning Systems
(SELSs). In the third section we present a brief account
about the well-known computational intelligent/machine
learning techniques which are used in developing and
designing the SEL systems in different domains and tasks.
Section four presents some applications of SELSs
developed by the author and his colleagues at Shams-
AIEK- Labs in medical domain. The fifth section
discusses the difficulties and challenges. The last section
draws conclusion and perspectives.

Il.  THE MAIN ASPECTS OF SMART EDUCATIONAL AND
LEARNING SYSTEMS (SELS)

An SEL system consists of three major components: a
knowledge base, an inference engine, and a user interface.
The knowledge base contains all the facts, ideas,
relationships, and interactions of a narrow domain. The
inference engine analyzes the knowledge and draws
conclusions from it. This engine (software) uses search
and pattern matching techniques on the knowledge base to
answer guestions, draw conclusions, give
recommendations or otherwise perform an intelligent
function. The user interface software permits new
knowledge to be entered into the knowledge base and
implements communication with the user. The purpose of

1
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the system is not to replace the experts, but simply to
make their knowledge and experience more widely
available. Typically there are more problems to solve than
there are experts available to handle them. The system
permits others to increase their productivity, improve the
quality of their decisions, or simply to solve problems
when as expert is not available.

A. Knowledge representation and management
techniques for SELs

The main challenge in developing leLS for any specific
task is to build a “knowledge base” in that domain of
interest. The knowledge of that domain must be collected,
codified, organized and arranged in a systematic order.
The process of collecting and organizing the knowledge is
called knowledge engineering. It is the most difficult and
time-consuming stage of any leLS development process.
Figure 1(a) shows some of the static/Hierarchical
techniques, e.g.; lists, trees, production rules, semantic
networks, frames, scripts, cases, and ontology. Figure 1(b)
represents some of the stereotypical knowledge
representation techniques. The key to the success of such
systems is the selection of the appropriate technique that
best fits the domain knowledge and the problem to be
solved. That choice is depends on the experience of the
knowledge engineer. Further details can be found in [8,
12].

Although a variety of knowledge representation (KR) and
management techniques have been developed over the
years, these techniques share two common characteristics.
First, they can be programmed with certain computer
languages and tools. Second, they are designed so that the
facts and other knowledge contained within them can be
manipulated by an “inference system”, the other major
part of an leLS. The inference system uses search and
pattern matching techniques on the knowledge base to
answer questions, draw conclusions, or otherwise perform
an intelligent function.

b Trees ( Graphs)

Explanatio
Patterns

(b) KR Techniques for stereotypical knowledge
Figure 1. Knowledge representation and management techniques

B. Reasoning Methodologies for SELs

The field of reasoning methodologies is very important for
the development of SELS software. The research area in
this field covers a variety of reasoning methodologies.
There are many methodologies and approaches of
reasoning e.g.; automated reasoning, case-based
reasoning, commonsense reasoning, fuzzy reasoning,
geometric reasoning, non-monotonic reasoning, model-
based reasoning, probabilistic reasoning, causal reasoning,
qualitative reasoning, spatial reasoning and temporal
reasoning [13, 17]. Figure 2 shows reasoning
methodologies within the knowledge computing and
engineering community. In fact these methodologies
receive increasing attention within the development of a
new generation of intelligent e-Learning systems.

-
)

S

Non-monotonic

Figure 2. Reasoning methodologies within the knowledge computing
and engineering community

I1l.  MACHINE LEARNING (ML) TECHNIQUES FOR
DEVELOPING SEL SYSTEMS

This section presents a brief account about the well-
known ML techniques which are used in deveopling and
designing the SEL systems in different domains and
tasks. For more technical details for the informatics point
of view , see [13,15,17,18].

A. Artificial Neural Networks (ANN)

Artificial neural networks (ANN) are inspired in
biological models of brain functioning. They are capable
of learning by examples and generalizing the acquired
knowledge. Due to these abilities the neural networks are
widely used to find out nonlinear relations which
otherwise could not be unveiled due to analytical
constraints. The learned knowledge is hidden in their
structure thus it is not possibly to be easily extracted and
interpreted. The structure of the multilayered perceptron,
i.e. the number of hidden layers and the number of
neurons, determines its capacity, while the knowledge
about the relations between input and output data is stored
in the weights of connections between neurons. The
values of weights are updated in the supervised training
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process with a set of known and representative values of
input — output data samples.

B. Support Vector Machines (SVM)

SVM are new learning-by example paradigm for
classification and regression problems [5]. SVM have
demonstrated significant efficiency when compared with
neural networks. Their main advantage lies in the structure
of the learning algorithm which consists of a constrained
quadratic optimization problem (QP), thus avoiding the
local minima drawback of NN. The approach has its roots
in statistical learning theory (SLT) and provides a way to
build “optimum classifiers” according to some optimality
criterion that is referred to as the maximal margin
criterion. An interesting development in SLT is the
introduction of the Vapnik-Chervonenkis (VC) dimension,
which is a measure of the complexity of the model.
Equipped with a sound mathematical background, support
vector machines treat both the problem of how to
minimize complexity in the course of learning and how
high generalization might be attained. This trade-off
between complexity and accuracy led to a range of
principles to find the optimal compromise. Vapnik and co-
authors' work have shown the generalization to be
bounded by the sum of the training error and a term
depending on the Vapnik-Chervonenkis (VC) dimension
of the learning machine leading to the formulation of the
structural risk minimization (SRM) principle. By
minimizing this upper bound, which typically depends on
the margin of the classifier, the resulting algorithms lead
to high generalization in the learning process

C. Clustering

Clustering techniques apply when the instances of data are
to be divided into natural groups. Classical clustering
technique is k-means where clusters are specified in
advance prior to application of the algorithm. This
corresponds to parameter k. Then k points are chosen at
random as clusters centers. All instances are assigned to
their closest cluster center according to the Euclidian
distance metric. Next the centroid, or mean, of each
cluster center is calculated. These centroids are taken to be
the new cluster centers for their respective clusters. The
whole process is repeated with the new cluster centers.
Iteration continues until the same points are assigned to
each cluster in consecutive runs. At this point the cluster
centers have stabilized and will remain the same . There
are many variants of clustering even for the kmeans
algorithm depending upon the method of choosing the
initial centers.

D. Association rule mining

Association rules mining is one of the most well studied
data mining tasks. It discovers relationships  among
attributes in databases, producing if-then statements
concerning attribute-values [7]. An association rule X =
Y expresses that in those transactions in the database

where X occurs; there is a high probability of having Y as
well. X and Y are called respectively the antecedent and
consequent of the rule. The strength of such a rule is
measured by its support and confidence. The confidence
of the rule is the percentage of transactions with X in the
database that contain the consequent Y also. The support
of the rule is the percentage of transactions in the database
that contain both the antecedent and the consequent.
Association rule mining has been applied to e-learning
systems for traditionally association analysis (finding
correlations between items in a dataset).An efficient
algorithm to discover these association rules was first
introduced in [7]. The algorithm constructs a candidate set
of frequent item sets of length k, counts the number of
occurrences, keeps only the frequent ones, then constructs
a candidate set of item sets of length k+1 from the
frequent item sets of smaller length. It continues
iteratively until no candidate item set can be constructed.
In other words, every subset of a frequent item set must
also be frequent. The rules are then generated from the
frequent item sets with probabilities attached to them
indicating the likelihood (called support) that the
association occurs. We use this idea of association rules to
train our recommender agent to build a model
representing the web page access behavior or associations
between on-line learning activities.

E. Rough sets (RS)

Rough set theory was proposed as a new approach to
vague concept description from incomplete data. The
rough set theory is one of the most useful techniques in
many real life applications such as medicine,
pharmacology, engineering, banking and market analysis.
This theory provides a powerful foundation to reveal and
discover important structures in data and to classify
complex objects. One of the main advantages of rough set
theory is that it does not need any preliminary or
additional information about data. At our research unit at
Ain Shams, a rough set-based medical system for mining
patient data for predictive rules to determine thrombosis
disease was developed [8] this system aims to search for
patterns specific/sensitive to thrombosis disease. This
system reduced the number of attributes that describe the
thrombosis disease from 60 to 16 significant attribute in
addition to extracting some decision rules, through
decision applying decision algorithms, which can help
young physicians to predict the thrombosis disease.

F. Genetic Algorithms (GA)

Many classifications models have been proposed in the
literature, such as distributed algorithms, restricted search,
data reduction algorithms, parallel algorithms, neural
networks and decision trees, genetic algorithms. These
approaches either cause loss of accuracy or cannot
effectively uncover the data structure. Genetic Algorithms
(GA) provide an approach to learning that based loosely



International conference on Applied Internet and Information Technologies
October 3-4, 2019, Zrenjanin, Republic of Serbia

on simulated evolution. The GA methodology hinges on a
population of potential solutions, and as such exploits the
mechanisms of natural selection well known in evolution.
Rather than searching from general to specific hypothesis
or from simple to complex GA generates successive
hypotheses by repeatedly mutating and recombining parts
of the best currently known hypotheses. The GA
algorithm operates by iteratively updating a poll of
hypotheses (population). One each iteration, old members
of the population are evaluated according a fitness
function. A new generation is then generated by
probabilistically selecting the fittest individuals form the
current population. Some of these selected individuals are
carried forward into the next generation population others
are used as the bases for creating new offspring
individuals by applying genetic operations such as
crossover and mutation. In our research group we
developed a hybrid classifier that integrates the strengths
of genetic algorithms and decision trees. The algorithm
was applied on a medical database of 20 MB size for
predicting thrombosis disease [9]. The results show that
our classifier is a very promising tool for thrombosis
disease prediction in terms of predictive accuracy.

G. Case-Based Reasoning (CBR)

CBR is an analogical reasoning method provides both a
methodology for problem solving and a cognitive model
of people [15]. CBR means reasoning from experiences or
"old cases” in an effort to solve problems, critique
solutions, and explain anomalous situations. It is
consistent with much that psychologist have observed in
the natural problem solving that people do. People tend to
be comfortable using CBR methodology for decision
making, in dynamically changing situations and other
situations were much is unknown and when solutions are
not clear.

From knowledge engineering point of view, the “case” is
a list of features that lead to a particular outcome. (e.g.
The information on a patient history and the associated
diagnosis). Figure 3 shows an example of a " Liver cancer
case" . Determining the appropriate case features is the
main knowledge engineering task in case-based Al
software. This task involves defining the terminology of
the domain and gathering representative cases of problem
solving by the expert. Determining the appropriate case
features is the main knowledge engineering task in
developing case-based SELs. This task involves defining
the terminology of the domain and gathering
representative cases of problem solving by the experts.
Representation of cases can be in any of several forms
(predicate, frames, scribes).From the computational point
of view, CBR refers to a number of algorithms and
techniques useful in solving new cases when they are
presented. In addition, there are techniques that can be
used to modify earlier cases to better match new cases and
other techniques to synthesize new cases when they are
needed.CBR has already been applied in a number of

different applications in many domains ,e.g. , medicing,
industry, law, banking [ 10,11,151].

Patient: 65-years old female not working, with
nausea and vomiting.

Medical History: cancer head of pancreas

Physical Exam: tender hepatomgaly liver, large
amount of inflammatory about 3 liters, multiple
liver pyogenic abscesses and large pancreatic
head mass.

Laboratory Findings: total bilrubin 1.3 mg/dl,
direct bilrubin 0.4 mg/dl, sgot (ast) 28 1U/L, sgpt
(alt) 26 IU/L.

Figure. 3 Example of a “ liver cancer case” description

The methodology of CBR is becoming popular in
developing case-based SEL systems (CBR-SELS) because
it automates applications that are based on precedent or
that contain incomplete causal models [15]. In a RB-
SELsystem an incomplete mode or an environment which
does not take into account all variables could result in
either an answer built on incomplete data or simply no
answer at all. Case-based methodologies attempt to get
around this shortcoming by inputting and analyzing
problem data, then retrieving a similar case from the case
memory library, and finally displaying a solution based on
examination of these previous cases.

The CBReLS uses an extensive case-based of exercises
and examples to teach students. The CBR-SELSs solve new
problems by adapting solutions that were used for
previous and similar problems. The methodology of CBR-
SELSs can be summarized in the following steps:

1. The system will search its case-memory for an
existing case that matches the input problem
specification.

2. If we are lucky (our luck increases as we add new
cases to the system), we will find a case that
exactly matches the input problem and goes
directly to a solution.

3. If we are not luck, we will retrieve a case that is
similar to our input situation but not entirely
appropriate to provide as a completed solution.

4. The system must find and modify small portions of
the retrieved case that do not meet the input
specification. This process is called "case-
adaptation".

5. The result of case adaptation process is (a)
completed solution, and (b) generates a new case
that can be automatically added to the system's
case-memory for future use.
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Research reveals that users learn best when they are
presented with examples of problem-solving knowledge
and are then required to apply the knowledge to real
situations. The case-memory of examples and exercises
capture realistic problem-solving situations and presents
them to the learners as virtual simulations.

On the other hand, there are several benefits where
students/learners should be able to perform better using
CBR methodology, e.g.,

1. With more cases available, students will be able to
recognize more situations and he solutions that go with
these cases include failure cases, students will be able to
benefit from the failures of others.

2. Retrieval cases will allow students to better recognize
what is important in a new situation. Cases indexed by
experts would recall and will show the student ways of
looking at a problem that he might not have the expertise
for without the system .

3. Student will have access to obscure cases that they
otherwise would not able to make use of. These obscure
cases can help with any of the tasks previously listed.

4. During a training period CBR system provides the
student with a model of the way decision making ought to
be done, for example, what things ought to be considered
and provides them with concrete examples on which to
hang their more abstract knowledge.

5. For tasks where there is much to remember, CBR
systems can augment the memories of even educators.
Also, both educators and students tend to focus on too few
possibilities when reasoning analogically or to focus on
the wrong cases.

H. Ontological Engineering (OE) Approach

The term “ontology” is inherited from philosophy, in
which it is a branch of metaphysics concerned with the
nature of being. The main objective of using ontologies is
to share knowledge between computers or computers and
human. Computers are capable to transmit and present the
information stored in files with different formats, but they
are not yet compatible to interpret them. To facilitate
communication and intelligent processing of information,
it is necessary that all actors of the digital space
(computers and humans) have the same vocabulary.
Ontologies are the foundation of cooperation and the
semantical understanding between computers (running a
lot of nonhomogenous software programs) and of the
cooperation between computers and humans[25].

Most of the usages of ontologies in the field of computer
science are related to knowledge based systems and
intelligent systems. These types of ontologies include a
small number of concepts and their main objective is to
facilitate reasoning. For example, in a multi-agent
systems, the knowledge representation is accomplished
through a basic ontology, privates ontologies and a
knowledge base. Private ontologies of the agents are
derived from the basic ontology. The names of the
concepts used in private ontologies of the agents are
unknown, but their definitions use terms from the basic
ontology.During the last decade, increasing attention has
been focused on ontologies [4, 14]. At present, there are
applications of ontologies with commercial, industrial,
medical, academicals and research focuses [7, 20].

Ontologies' usage in educational systems may be
approached from various points of view: as a common
vocabulary for multi-agent system, as a chain between
heterogeneous educational systems, ontologies for
pedagogical resources sharing or for sharing data and
ontologies used to mediate the search of the learning
materials on the internet[23].

The abstract specification of a system is composed of
functional interconnected elements. These elements
communicate using an interface and a common
vocabulary. The online instructional process can be
implemented successfully using artificial Intelligence
techniques. Sophistical software programs with the
following features give the intelligence of the machine:
adaptability, flexibility. Learning capacity, reactive
capacity, autonomy, collaboration and understanding
capacity. This approach enables to solve the complexity
and the incertitude of the instructional systems. An
intelligent learning system based on a multi-agent
approach consists in a set of intelligent agents, which have
to communicate. They collaborate through messages.
Software agents can understand and interpret the messages
due to a common ontology or the interoperability of the
private ontologies.

. Data Mining Methodology for Developing SELs

Data mining methodology aims to extract useful
knowledge and discover some hidden patterns from huge
amount of databases which statistical approaches cannot
discover. It is a multidisciplinary field of research
includes: machine learning, databases, statistics, expert
systems, visualization, high performance computing,
rough sets, fuzzy logic, neural networks, and knowledge
representation. Data mining techniques aim at providing
intelligent computational methods for accumulating,
changing and updating knowledge in intelligent systems,
and in particular learning mechanisms that will help us to
induce knowledge from information or data.
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Knowledge discovery in databases (KDD) process
involves the following processes; (a) using the database
along with any required selection, preprocessing, sub-
sampling, and transformations of it, (b) applying data
mining methods (algorithms) to enumerate patterns from
it, and (c) evaluating the products of data mining to
identify the subset of the enumerated patterns deemed
knowledge. The data mining components of the KDD
process is concerned with the algorithmic means by which
patterns are extracted and enumerated from data. The
overall KDD process includes the evaluation and possible
interpretation of the mined patterns to determine which
patterns can be considered new knowledge.Data mining is
supported by a host that captures the character of data in
several different ways, e.g. clustring, classification, link
analysis, sequence analysis, regression models,
summarization, text mining, sequential pattern mining,
association rules mining. In additoion there are a lot of
intelligent techniques to perform these tasks e.g. neural
networks, support vector machines, decision trees, genetic
algorithms, k-means and others. For more details we refer
to the books [13,18].

1) Benefits of data mining methods to smart
education and learning

This section presents the applications of some of the data
mining methods and tasks in e-learning and education
domains. Further details and other applications can be
found in [2].

a) Information Visualization in e-Learning
Information visualization (IV) can be used to graphically
render complex, multidimensional student tracking data
collected by web-based learning/educational systems. The
IV in e-learning can be used in the following educational
tasks; admitted questions, complementary assignments,
exam scores, etc. Moreover visualization tools
(e.g.,GISMO CourseVis ) enable instructors to manipulate
the graphical representations generated, which allow them
to gain an understanding of their learners and become
aware of what is happening in distance classes.

b) Clustering in e-Learning
Clustering approach has been used in e-Learning for the
following tasks:

e Finding clusters of students with similar learning
characteristics and to promote group-based
collaborative learning as well as to provide
incremental learner diagnosis.

o Discovering patterns reflecting user behaviors
and for collaboration management to characterize
similar  behavior groups in unstructured
collaboration spaces.

e Grouping students and personalized itineraries
for courses based on learning objects.

e Grouping students in order to give them
differentiated guiding according to their skills
and other characteristics.

e  Grouping tests and questions into related groups
based on the data in the score matrix.

e Grouping users based on the time-framed
navigation sessions.

c) Classification in e-Learning
In e-learning, classification has been used for:

e Discovering potential student groups with similar
characteristics and reactions to a specific
pedagogical strategy.

e Predicting students’ performance and their final
grade.

e Detecting students’ misuse or students playing
around.

e Grouping students as hint-driven or failure-
driven and finding students’ common
misconceptions.

e ldentifying learners with little motivation and
finding remedial actions in order to lower drop-
out rates.

e  Predicting course success

J.  Agent-Based Approaches for SEL

Intelligent agents (IAs) are artificial entities that have
several intelligent features, such as being autonomous,
responding adequately to changes in their environment,
persistently pursuing goals, flexible, robust, and social by
interacting with other agents. IA mimics human
interaction types, such as negotiation, coordination,
cooperation, and teamwork. Asare defined as computer
systems situated in an environment and that are able to
achieve their objectives by: (i) acting autonomously, i.e.
by deciding themselves what to do, and (ii) being sociable,
i.e. by interacting with other software agents. Agents are
often seen as incarnations of various forms of Al
including machine learning, reasoning and data mining.
Research interests in agent systems are spanning various
topics like modeling, design and development of advanced
software systems that are appealing for a number of
computer applications [19].

During the last decade, agent technologies were proposed
to enhance e-learning systems across at least two
dimensions: (i) agents as a modeling and design paradigm
for advanced human-computer interaction and (ii) agents
for smart functional decomposition of complex systems.

Firstly, agents have been described as entities that exhibit
several interesting properties that are very appealing for
the modeling and design of advanced user interfaces
encountered in e-learning systems: teachers, tutors and
students.
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Secondly, generic agent types proven to be effective for
the appropriate functional decomposition of e-learning
systems. Dynamic and interoperability characteristics of
agents are very suitable for supporting maintainability and
extensibility of e-learning systems.

IV. V. SOME APLICATIONS OF SELS IN MEDICAL
DOMAIN

Table (1) presents some of SELs developed at Shams-
AIKE-Labs, Computer Science Department, Ain Shams
University, Cairo. Further details of each system/tool can
be found in the corresponding reference.

Table 1: Some of examples developed by the author and his
colleagues at Shams-AlIKE-Labs.

eLearning Type Task/Purpose Al Methodology/
Tool Technology
BreastON Web-based Ontology Designed to show OWL-DL & 41
the relationship Protégé-OWL
between related environment
terms/knowledge of
breast cancer
LungON Web-Based Ontology Designed to show OWL-DL & 6]
the relationship Protégé-OWL
between related environment
terms  of Lung
Cancer
LiverON Web-Based Ontology Designed to show OWL-DL & 61
the relationship Protégé-OWL
between related environment
terms  of Liver
Cancer
ViralHON Web-Based Ontology to show the classes Ontology of [14]
of the Viral Hepatitis Biomedical Reality
Diseases (OBR) framework
Classification
Tree(A,B,Cand D)
BreastClass Classification System to classify the Combination of [11]
patient based on CBR and
hisfher electronic ontological
record whether engineering
he/she is benign or
malignant.  Breast
cancer
CancerRES Expert System Cancer diagnosis Production Rules 3]
CancerCES Expert System Cancer diagnosis Case-Based 3]
Reasoning
HeartRES Expert System Diagnosis of heart Production Rules [10]
diseases
HeartCES Expert System Diagnosis of heart Case-Based [10]
diseases Reasoning
ThrombDM Data Mining System To determine the Rough Sets 91
Thrombosis and
helps young
physicians to predict
the thrombosis
disease.
BrainTClass Classification System Brain Tumor Hybrid Neural [16]
diagnosis (acoustic Netwrks
neuroma, (PCA+MLP)
astrocytomas, optic
glioma)
ECGI Electrocardiogramldentification User(student/tutor) Behavioral [23]
System authentication / Biometrics
identification
EEGI Electroencephalography User(student/tutor) Behavioral [24]

Identification System authentication / Biometrics

In what follows a brief overview about some of our
applications. Further details about the technical and
computing aspects of these systems can be found in our
published articles [3, 4, 9].

1. Case-Based Reasoning for Diagnosis of Cancer
Diseases

The system’s knowledge base was constructed from actual
case histories and includes 70 cancer patient cases; some

are real Egyptian cases and some from virtual hospitals on
the internet. The computational model uses rule-based
inference to give diagnostic decision and new case is
stored in case library. Patient cases are retrieved in
dialogue with similarity matches using the nearest
neighbor matching technique. The system provides
recommendation for controlling pain. It can be used as a
tool to aid and hopefully improve the quality of care given
for those suffering intractable pain. The system is very
useful in the management of the problem, and assists the
young physicians to check their diagnosis. Further details
of the system’s technical aspects can be found in [3].

2. Web-Based Breast Cancer Ontology

The breast cancer ontology was encoded in OWL-DL
format using the Protégé-OWL editing environment [4].
The knowledge was collected from: MedicineNet, World
Health Organization [8], breastcancer.org , ehealthMD
and National Comprehensive Cancer Network . In this
ontology we have two main super classes ;(a)
MedicalThings which has sub classes Diseases,
Medical_Interventions, Pathological_Category,
References, and (b) People which has the sub classes; men
and women.Our results indicate that,the breast cancer is
described in terms of its symptoms, causes, stages,
pathological category, diagnosis and treatment. In this
context, we described causes, stages, and symptoms as
references. While diagnosis and treatment are described as
medical interventions.The main benefits from this
ontology are to allow finding and locating information
about breast cancer needed for interested users and
domain experts.

3. Mining Patient Data Using Rough Sets

In [9], a rough set-based medical system for mining
patient data for predictive rules to determine thrombosis
disease was developed. The system aims to search for
patterns specific/sensitive to thrombosis disease. The
rough sets was applied on medical data base of 20 MB.
The results show that the number of attributes that
describe the thrombosis disease was reduced from 60 to
16 significant attribute. In addition the system extracts
some useful decision rules which can help young
physicians to predict the thrombosis disease.

V. CHALLENGES

The development of intellectual e-Learning systems is a
very difficult and complex process that raises a lot of
technological and research challenges that have to be
addressed in an interdisciplinary way. The leLSs face the
following difficulties and challenges

1-The knowledge-acquisition difficulty: Valuable
knowledge is a major resource and it often lies with only a
few experts. It is important to capture that knowledge so
others can use it. Experts die, retire, get sick, move on to
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other fields, and otherwise become unavailable. Thus the
knowledge is lost. Books can capture some knowledge,
but they leave the problem of application up to the reader.
Case-Based reasoning methodology addresses this
problem, where it is easier to articulate, examine, and
evaluate cases than rules.

2- Maintenance difficulties:leLSs are complex to build
and complex to maintain. CBR methodology addresses
this problem ,where maintaining case-based eLearning
system is easier than rule-based e-Learning system since
adding new knowledge can be as simple as adding a new
case.

3- Performance experience: Productivity of leLS
development is determined by the efficiency of their
knowledge representation techniques and reasoning
methodologies. The key to the success of such systems is
the selection of the appropriate technique and
methodology that best fits the domain knowledge and the
problem to be solved. That choice is depends on the
experience of the knowledge engineer. A case-based e-
Learning system can remember its own performance, and
can modify its behavior to avoid repeating prior mistakes.
By reasoning from analogy with past cases, a CBR system
should be able to  construct solutions to novel problems.

VI. CONCLUSIONS AND FUTURE WORK

Knowledge computing , machine learning, computational
intelligence and data mining paradigms give smart
education and learning systems added intelligence
capabilities, allowing them to exhibit more intelligent
behavior. These paradigms offer robust computational
techniques for accumulating, updating, managing and
representing knowledge. These techniques enable users
with learning mechanisms that help to induce knowledge
from raw data. Data mining techniques enable users with
learning mechanisms that help to induce knowledge from
raw data. Ontological engineering offers a promising way
to develop efficient e-learning systems capable to
facilitate knowledge sharing, refine, search, and reuse.
.Moreover, the convergence of Al, data science, ML,
educational technology and internet of things (loT) is
enabling the creation of a new generation of web-based
intelligent e-learning and tutoring systems. The web based
of such systems can enhance the online
learning/training/education processes.

Among the envisaged directions for future work we
include: (i) using the behavioral biometrics technology for
user authentication / identification (this technology is
based on the user data of electrocardiogram and
electroencephalogram bio-signals ); (ii)the investigation of
using ontological engineering approach in developing
SELSs that provide learners with intelligent browsing and
searching support in their request for relevant material on
the web and (iii) using the distributed artificial intelligence
methodology in developing a new versions of smart

educational and learning systems as an open intelligent
information systems.
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Abstract: During the rapid development of information
technology, the models and techniques of learning undergo
daily changes. Each university should provide accurate tools
for learning both in the classroom and remotely. There are a
large number of websites and platforms that organize the
learning process and can be used by both teachers and
students. However, the educational process is a closed cycle
and it covers the phase of applying to the university, goes
through the years of studying and ends with the successful
career realization of students. If a university wants to use an
educational platform, it can implement an existing one or
develop its own. Some of the advantages of the custom
solution are, for instance, that it satisfies the specific
requirements and there is no need of modification. The
paper suggests a prototype of an e-learning platform which
can be wused in higher education. It supports the
communication and the educational process of student and
teacher, inside and outside the university. Also, it has a
module which is focused on the connection between students
and the business representatives.

Keywords: learning management system, communication,
university environment

l. INTRODUCTION

During the rapid development of information
technology, the application of automated processes is
noticeable in all spheres of human activity. It is extremely
important for the modern person to receive quality and
affordable learning. Alongside a variety of work and
entertainment  platforms, many web-based learning
management systems have emerged. Such platforms fully
satisfy the so-called e-learning. Its main purpose is to
transmit specific content to a particular group or
individual on their preferred devices at a time chosen by
them. Facilitated monitoring of personal progress, bilateral
analysis and the visibility of the learning process, by both
teachers and students, makes the introduction of ICT into
science a priority for educational institutions. E-learning is
classified according to the type of teaching material
delivered, the employment of teachers and students, as
well as the applied pedagogical techniques.

Statistically speaking, traditional learning is still
applicable as a way of teaching — face-to-face learning,
according to a specific structure and program. The
commitment of professionals and students makes in-
person training time-consuming and less adequate for the
modern age of computerization. On the other hand, the
implementation of e-learning only would lead to a loss of
communication with the teachers, making it difficult for

the students to practice the assimilated material

completely in Internet.

Combining face-to-face and online types of learning
would reap the benefits of both methods, creating a single
specialized technique that provides all the necessary ways
for students to access ICT resources, teachers and
important communications. The technique is known as
Blended Learning, characterized by traditional teaching
methods such as live-based classroom teaching and
blending of online learning through group work,
individual testing and self-study and administration of
learning resources. It is precisely because of the
advantages of Hybrid Learning that it is of the utmost
importance to build a system that fully satisfies the
specificities of the relevant scope and to give students and
teachers access to qualitative education.

Il.  PERSPECTIVES OF E-LEARNING

In the field of learning, the quality of the material
taught can be improved in many ways. From a
pedagogical point of view, there are specific tools for
influencing the student’s interest as well as for organizing
the entire study material. However, in the age of
information technology, the use of electronic systems,
tools and development environments is increasingly
prevalent as a primary or complementary learning tool.
The modern students are mobile, seeking knowledge from
the internet, and want to improve their skills by using their
free time outside of university or work. Thus, the main
types of teaching models should be considered, as they
would represent the overall need of a student for
personalized learning.

From the point of view of the relationship between
teacher and student, it is appropriate to consider two basic
behaviors in a generalized communication model [1].
They could be classified as static and dynamic depending
on the type of participation in the model in question. The
linear model is shaped as an approach for transmitting
information from the teacher himself to the student, which
largely implies one-way communication. The student
follows a pre-built program and is entitled to questions
after the module material is completed. In the interactive
learning model, there are two parallel linear models that
communicate with each other. The timing, sequence and
amount of information is determined by the student,
enabling the teacher himself to take feedback on the
assimilation of the material. Unlike the linear model, in
which we have a passive form of learning, there is clearly
active communication in the interactive one.
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Each person’s learning is a long process, regardless of
the material studied. Often the time at university is not
enough for everyone to learn and the student has to
practice at home what he has learned. There are two
models of learning divided by the time each student can
devote to his education. They are fully tailored to the
abilities of the teachers and students, and again they can
be used in parallel to achieve a better quality result.
Synchronous learning is entirely a traditional education. It
is a method of teaching organized according to a specific
curriculum, which is known in advance by both the
teacher and the students. This program cannot be changed
and students are fully in tune with the time of the classes.
Asynchronous learning, on the other hand, is dynamic
learning. Mainly it is applied to students with distance
learning or to those who want to prepare themselves
additionally. Usually, participants agree with each other
when the classes will be held, how long they will be held,
and what material will be covered for the relevant time.
Often, the two learning models — synchronous and
asynchronous — are applied in combination so that the
necessary material is practiced and learned as much as
possible.

From psychological point of view, the education of
each student is divided into two approaches — presentation
of the material in a personal lesson and in the form of
group work [3]. Often, in traditional learning, personal
teaching cannot be considered, as there are usually more
people in the universities, but the collaborative approach
is often used in case of assessment, essays, etc. Joining
more than one person in a study project aims to develop
not only the student’s practical skills in the discipline, but
also to improve his or her ability to collaborate in a team,
solve mass issues and problems, or to be a leader/group
member. Individual training is a type of traditional
learning. With the introduction of ICT, there are widely
used interactive whiteboards and multimedia files. Despite
the availability of infographics and digital resources,
individual training remained uncompetitive for students
who had to study remotely or to distribute course material.
Collective learning is a situation where two or more
people learn something together. Collaborative learning is
a prerequisite for easier and quicker absorption of
material; it exchanges ideas and observations as a team. In
this way, the teacher can assign a team task in order to
exercise the team competences of the participants, the
ability to solve problems and to apply their analytical
thinking.

It is well known that one of the most important things
in learning is the educational content [4]. It can be
presented in various ways, through media files,
presentations and infographics, or traditionally with
tutorials and exercise books. It is important to note that
each student needs a different time to learn the material
and it is appropriate to consider an option in which he or
she can obtain the necessary knowledge synthesized.
Fixed learning content is a technique that adheres to
traditional learning. A feature is predefined and coherent
with the curriculum content. The materials are precisely
defined for the whole period of study regardless of the
level of students. Adapted content of the course material is

seen as an innovative approach, but is increasingly being
introduced as an alternative to the previous type. From a
teacher’s point of view, this technique is trickier, since
one has to constantly monitor the level of perception of
information, to carry out tests and to analyze them. On the
other hand, it is the perfect teaching method for a student
as it offers the opportunity to obtain accurate and
synthesized learning content.

Depending on the employment of each student, it is
necessary to consider individual forms of learning.
Classroom learning is one of the most ancient forms of
education. In order to apply the available information
technologies, presentations to the audience and interactive
whiteboards have been successfully integrated. Students
can gain knowledge through direct communication with
the tutor as well as exchange ideas with their classmates.
The disadvantage is the presence of misunderstood
material that cannot be exercised on time in the classroom.
In contrast to learning in the physical location, distance
learning is characterized by the opportunity students to
gain additional or recapitulate prior knowledge. The
advantage of this method is that the student is not limited
in time, place and learning and can access a lesson even
through his mobile phone. Communication with others is a
disadvantage as the teaching cycle remains open and
direct teacher involvement is lacking. The hybrid method
of teaching benefits from the two previous techniques,
giving students the right to choose exactly how to access
their material. Students’ communication opportunities are
shared with their colleagues and teachers, both live and
online.

The main trends of e-learning are created as separate
defined techniques for transmitting information. The
specification of having the necessary information make it
possible for the teacher to combine some of the techniques
into one indivisible level. The first principle is
Microlearning. Despite of traditional e-learning, in the
microteaching range, the provided information is in small
portions and should be used at the level of student’s
assimilation. Accordingly, if the material is not accepted,
the subsequent granular data will not be provided. This
training course can be applied to students, who attend
more than one learning institution, to working people who
seek new knowledge, or people who may take some time
to learn new material. The main users of this technique are
able to maintain distance learning and use mobile devices.
Their self-study vision comes with access to the maximum
knowledge and no limitation about time.

Artificial intelligence [2] has already gained a lot of
popularity and is now being introduced as means of
transmitting information in the field of e-learning. Another
advantage of personalized information is that artificial
intelligence analyzes the participation of everyone by
collecting and processing the necessary information for
students’ performances and weaknesses. This will
automate the attempt to get to know a particular individual
and might recommend adequate and interesting training
for him/her. We could view artificial intelligence as
content presented in the following ways:
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e Intelligent content — recommended organized
learning content in digital form with synthesized
information. The materials used for the specific
module can be presented in the form of short-
contented questions, a digital manual or a smart
guide. In this way, the student can learn its
intelligent system, select a certain material, or
present their media gallery so he or she can
receive a personalized learning content.

e Intelligent learning systems — intelligent learning
systems, platfo