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Keywords:  ARIMA, financial dynamics, inflation, neural networks, regression.

I. Introduction


The experience from the implementation of so-called ‘stabilization programmes’ worldwide suggests the possibility to distinguish two phases of the inflation dynamics: First, starting from initially very high level, the inflation rate falls very quickly and; Second, after having been reduced to moderate or low level, inflation exhibits high persistence in its movement (the so-called "inertia"). Therefore, the dynamics of the inflationary process during the implementation of the so-called Stabilization Programme greatly differs from its dynamics in the post-stabilization period. In addition, the experience shows that, after the successful disinflation, the inflationary process generally cannot be explained using the variables offered by the standard macroeconomic theory such as the money supply, exchange rate depreciation, nominal wage growth etc. In other words, the successful completion of disinflation is associated with a structural break in the movement of the inflation i.e. the inflation dynamics in the post-stabilization period cannot be adequately explained using the empirical model which is relevant for the stabilization period. This notion is very important both for the empirical research on the inflationary process and the practical implementation of monetary policy.


In order to illustrate the above-mentioned idea, we focus on the movement of inflation in Macedonia after the declaration of monetary independence.
 Given that we lack a theoretical specification of the "true" model that is capable to explain the dynamics of inflation in the transition economies, we are forced to proceed in a pragmatic way, which means, we follow an eclectic approach in the analysis. Specifically, we begin with a specification of a general regression model, which includes several variables that are usually found to represent sources of inflationary pressure in both theoretical models and empirical research. The basic regression model is given in the following form: 

(t =  (1 +(2(t-1 + (3mt + (4wt + (5et + (6vt + (7(*t + ut,                   (1)

where, ut represents the disturbance term.


Hence, we regress the inflation rate (t on several variables:  lagged inflation rate (t-1, monetary aggregates mt, nominal wages wt, nominal exchange rate et, relative prices vt, and foreign inflation (*t. We include the lagged inflation in the regression in order to check for the presence of persistence or inertia in the movement of inflation - a common phenomenon in modern economies. The inclusion of monetary aggregates is to verify whether the hypothesis of inflation as a monetary phenomenon is relevant even in the short-run. The presence of wages should catch the effect of the so-called "cost-push" inflation, while the inclusion of exchange rate and foreign prices is obvious given that we deal with the inflation in a small open economy. Relative prices represent the only non-standard ‘regressor’ in the equation, but their inclusion can be justified by the findings of many empirical studies, which show that the changes in relative prices appear to be one of the most important sources of inflation in national economies in transition (For example, see Coorey, Mecagni and Offerdal, 1997, 1998; Cottarelli, Griffiths and Moghadam, 1998; Pujol and Griffiths, 1998; and Surányi and Vincze, 1998). This is typically the case with all former socialist countries, and in particular countries of Eastern and South-Eastern Europe. 

In order to illustrate the different movements of inflation during and after the stabilization, we run the regression for two separate periods: The first period covers the years of sharp disinflation in the first half of 1990s, while the second one covers the post-stabilization period i.e. the second half of 1990s. We have run the regressions using monthly data for 1992-99 and the results of the OLS estimation are shown in Table 1 of the Appendix. As shown by the table, the results of the regression estimation differ greatly between the two periods: while in the first period, the inflationary process can be well explained using the traditional variables offered by the macroeconomic theory, in the second period, almost all of the variables are not statistically significant and, hence, should be excluded from the regression. Therefore, these regressions show that the economic factors, which proved to be important driving forces behind the inflationary process during the period of disinflation, are no more able to explain the inflation dynamics in the post-stabilization period. Indeed, the full implementation of the above approach in the modelling of inflation would include careful search for some other specification of the econometric model (For example, building a more complex dynamics of the model by the inclusion of lagged values of the above variables).


Yet, the question arises of what if even those efforts can hardly yield satisfactory results?
 In such cases there are some alternative techniques, which are not based on the assumptions of macroeconomic theory, but anyway, they appear to be an attractive option in modelling the inflationary process. The advantages of this a theoretic approach are especially pronounced in the case of transition economies because, on the one side, so far, there is no consistent and comprehensive theory of the transition process, and at the same time, most of the theoretical assumptions and concepts that apply in the industrialized market economies simply are not relevant for the transition countries.


In addition, we investigate the potential usefulness of identification modelling these essentially financial time series using the advanced Box-Jenkins ARIMA methodology (Auto-Regressive Integrated Moving Average), which is also valid for forecasting and control purpose. The implementation of this technique is illustrated by applications to the movement dynamics of inflation in Macedonia in the post-stabilization period. The last section of the paper draws the main conclusions, obtained from this modelling investigation and offers certain recommendations to the policy makers in order to realize feasible control and management of future inflation process. 

II. Modelling the inflation by Box-Jenkins ARIMA methodology

The ARIMA methodology represents a system-theoretic approach for modelling time series, since the specification of the empirical model does not emerge from the findings and concepts provided by economic theory.
 Instead, the time series is modelled by a combination of two components - the autoregressive and the moving average term i.e. the current value of a variable is represented as a function of lagged values of that variable and past random shocks that hit the variable.


In this part of the paper, we will illustrate the implementation of this methodology by using it to model the dynamics of inflation, as measured by the changes in the Consumer Price Index (CPI Inflation), in Macedonia in the post-stabilization period. Again, we work with monthly data and the sample covers the period starting in January 1995 and ending with December 1999. As can be seen, in modelling the inflationary process, we do not use the whole series that is available, but we the sample is limited with the end of 1999. This is justified by the structural break in the movement of the inflation that occurred in April 2000 and which enabled us to model the dynamics of inflation after April 2000 in the same way that we did it for the period ending with 1999. Of course, we are aware that the restricted sample appears to be a sort of handicap in modelling the series, since it reduces the reliability of the estimates as well as the power of some tests.
 Yet, although we work with a small sample, its size exceeds the minimum number of 50 observations that is usually recommended by the literature on ARIMA modelling.


Given the property of stationarity as a necessary precondition for successful modelling of time series, we first check whether this assumption is satisfied. The results obtained from both the Dickey-Fuller (DF) and the Augmented Dickey-Fuller (ADF) tests are given in Table 2 of the Appendix and they confirm that the series can be regarded as being stationary.
 Therefore, we can perform the first stage of the ARIMA methodology - the model identification. At the same time, the finding that the original series is stationary implies that the ARIMA model is actually reduced to an ARMA model. 


First, although preliminary, information on the possible model can be extracted from the simple visual inspection of the series (See one of the graphs in the Appendix). As can be seen, the graphs clearly show that the series exhibits regular peaks, which over the time appear every twelfth month. Thus, this is reflecting the seasonal component in the movement of the inflation rate. Also, it is obvious that a series of upward movements are followed by a series of downward movements and, this suggests the presence of a strong autoregressive process. In addition, the fact that the peaks regularly change their signs from a positive to a negative one indicates that the autoregressive term has a negative sign. Yet, notwithstanding this obvious information, obtained by the visual inspection of the graph, the most important tool in the stage of model identification is the analysis of the sample autocorrelation (acf) and partial autocorrelation (pacf) functions along with the accompanying test-statistic (See Table 3 in the Appendix). The acf cannot determine the precise form of the model, but anyway, it offers a hint that the series can be modelled by a mixed process, which should include both AR and MA components. We are able to gain more information on the possible model, looking at the pacf, where, again, only the autocorrelation coefficients on lag six are statistically significant. Therefore, these functions confirm what was indicated by the visual inspection of the graph of the series.


It is well known that the first phase of the Box-Jenkins methodology usually is not able to yield a definite, single model of the series, but it generally produces several competing preliminary models with similar performances. This is equally true in our case, where, based on the findings of the above analysis, the inflation dynamics in the post-stabilization period can be represented by the following three models:

(t = ( + ((t-6 + ((t-6 + (t
,



(2)

(t = ((t-6 + ((t-12 + (t ,                                                        (3)

(t = ((t-12 + (t,                                                           (4)

where, (t is the inflation rate, (,( and (  are the model parameters, and (t represents the disturbance term.

The estimated models along with the accompanying diagnosis tests are given in Table 4 of the Appendix. As confirmed by the value of the tests, in all three models, the residuals behave reasonably well i.e. they are distributed normally and do not suffer from serial correlation. In addition, Graph 1 through Graph 3 in the Appendix depict that all three models are equally successful in fitting the dynamics of the inflationary process. Therefore, the three competing models have similar performances so it is very difficult to discriminate between them on the basis of the goodness of fit. Anyway, if we assume that the inflation has been generated by a mixed process with AR and MA components, then we could favour the first and/or the second model. On the other side, if the parsimony of the model serves as a selection criterion, then we could choose the third model, although it is fair to say that none of the models is too complex.

Given the similar fit obtained by each model, we choose the forecasting ability of the model as an ultimate selection criterion since the ARIMA methodology is primarily intended for short-run forecasting. In order to examine the usefulness of the three competing models for forecasting future inflation, we proceeded as follows: First, we estimated the models once more, but this time with a shorter sample, which ends at June 1999. Then, we employed the estimated models for dynamic forecasting of inflation for the next six months i.e. we used the models to generate out-of-sample forecasts for July-December 1999. As shown by the right panel of Graph 1 through Graph 3, from the point of view of the model's ability for forecasting future inflation, then the first model performs best. Namely, for this model, the forecasted inflation moves relatively close to the actual inflation that lies always within the ( two standard errors confidence interval.  On the other side, both for the second and the third model, the forecasted inflation is always smaller than the actual inflation, meaning that these models systematically underestimate the actual inflation. In addition, as shown by the graphs, for these models, the inflation occasionally breaks through the ( two standard errors confidence interval. Therefore, with the forecasting performance taken as a selection criterion, then the final choice falls on the first model. In fact, this is the way we can get an additional confirmation that the inflation has been generated by a mixed process with AR and MA terms.

III. Conclusion

The experience from the implementation of stabilization programmes worldwide suggests that the dynamics of the inflationary process during the implementation of the stabilization programme greatly differs from its dynamics in the post-stabilization period. In other words, the successful completion of disinflation is associated with a structural break in the movement of the inflation i.e. the inflation dynamics in the post-stabilization period cannot be adequately explained using the empirical model which is relevant for the stabilization period. This finding makes room for the implementation of alternative techniques for modelling time series.


The advantage of the ARIMA methodology lies in it’s a system-theoretic approach for modelling time series, since the specification of the empirical model does not require knowledge of the "true" underlying structural model of the economy. Instead, the time series is modelled by a combination of two components - the autoregressive and the moving average term i.e. the current value of a variable is represented as a function of lagged values of that variable and past random shocks. Hence, ease and simplicity in the modelling process are the main advantages of this methodology.
This paper presents a novel implementation of advanced Box-Jenkins system-theoretic approach to identification modelling of the post-stabilization dynamics of inflation in Macedonia. The exercise showed that the technique provide satisfactory performance with respect to the modelling of the inflationary process in the analysed period. More specifically, the model identification stage resulted in three competing ARMA models with similar and high ability of explaining the dynamics of inflation, albeit these are not give ideal data-fit representation models. The Box-Jenkins methodology appeared in a much brighter light than expected by providing satisfactory forecasts of future inflation for the next six months.


Given the fact that these identification based models are not grounded on the economic theory, but rather emanated from systems science, the main disadvantage of system-theoretic identification models lie in their limited informational content, also constrained on shorter-term time horizons. For example, it is clear that these models are not able to give an explanation of the factors affecting monetary policy. More specifically, theoretic models cannot explain whether the inflation has been caused by the excessive monetary growth, the exchange rate depreciation or something else. However, in cases where there is uncertainty about the structural model of the economy, which is by and large the case with the transition economies, the theoretic approach in modelling of the relevant time series can have potentially rather important role. 

For instance, in empirical research, the inflationary process could be approximated with the help of some theoretic technique and then, the model obtained that way could be used in the construction of the broader empirical model. 
 Also, these techniques could be helpful in the simulations and forecasts performed by central banks. In this regard, the ARIMA methodology and/or neural networks should not be treated as a substitute of or competitor to the large macro-econometric models that are usually used by central banks, but rather as a complementary tool in central banks' simulations and projections on the future
.

I should be noted, however, that most of the economic time series are non-linear in nature, and this reduces the usefulness of parametric models in time-series based analysis applied to problems in economy. The obvious alternative is to explore identification modelling by employing identification of nonlinear ARMA models (Box and co-authors’ NARIMA methodology, 1994) or to exploit mathematical approximation potential of artificial neural-nets (ANN) based models (Cheng and co-authors, 2001; Hykin, 1999; Narendra and Parthasarty, 1990, Pogio and Girossi, 1990; Yousuf, 2001). We have done some research using ideas too (Andreeski and Dimirovski, 2001), nonetheless, these are topics of future research and another paper of ours.      

References

Andreeski, C. J. "Analysis of Economic Time Series: Algorithms and Application Software for Model Development." ASE-ETF Technical Report ETS-01/2001. SS Cyril and Methodius University, 2001. 

Andreeski, C. J. and Dimirovski, G. M. "A memory NN-computing structure for identification of non-linear process dynamics." in G.M. Dimirovski, ed., Automatic Systems for Building the Infrastructure in Developing Countries (Knowledge and Technology Transfer). Oxford: Pergamon Elsevier Science, 2001. 

Ball, L. and Croushore, D., "Expectations and the Effects of Monetary Policy." Working Paper 5344, National Bureau of Economic Research, November 1995.

Box, G.E.P., G. M. Jenkins, and G. C. Reinsel, Time Series Analysis - Forecasting and Control. New Jersey: Prentice-Hall, 1994.

Chatfield, C. The Analysis of Time Series - An Introduction (Fourth edition). London etc.: Chapman & Hall, 1989.

Cheng, Xiaohong, Racine, J., and Swanson, N.R., "Semiparametric ARX neural-network models with an application to forecasting inflation," IEEE Trans. Neural Networks, vol. 12, no. 4, pp. 674-683, July 2001. 

Coorey, Sh., Mecagni, M., and Offerdal, E., "Designing Disinflation Programs in Transition Economies: The Implications of Relative Price Adjustment." PPAA/97/1, International Monetary Fund, February 1997.

Coorey, Sh., Mecagni, M., and Offerdal, E., "Disinflation in Transition Economies: The Role of Relative Price Adjustment." in Carlo Cottarelli and György Szapáry, eds., Moderate Inflation - The Experience of Transition Economies. Washington D.C.: International Monetary Fund & National Bank of Hungary, 1998.

Cottarelli, C., Griffiths, M., and Moghadam, R., "The Nonmonetary Determinants of Inflation: A Panel Data Study." WP/98/23, International Monetary Fund, March 1998.

Gujarati, D. N. Basic Econometrics (Third edition). New York: McGraw-Hill, 1995. 

Hyakin, S. , Neural Networks: A Comprehensive Foundation (Second Edition). Upper-Saddle River, NJ: Prentice Hall, 1999.  

Kovacic, Zl., Analiza vremenskih serija. Beograd, Univerzitet u Beogradu, Ekonomski fakultet, 1998. 

Ljung, L., System Identification: Theory for the User (Second Edition). Englewood Cliffs, NJ: Prentice Hall, 1999.  

Mills, T. C., The Econometric Modelling of Financial Time Series. Cambridge: Cambridge University Press, 1993. 

Narendra, K. S. and K. Parthasaraty, “Identification and control of dynamic systems using Neural networks,”  IEEE Trans. Neural Networks, vol. 1, no. 1, pp. 4-27, 1990. 

Pogio, T. and F. Girossi, “Networks for approximation and learning,” IEEE Proceedings, vol. 78, pp. 1481-1497, 1990. 

Pujol, T. and Griffiths, M. "Moderate Inflation in Poland: A Real Story," in Carlo Cottarelli and György Szapáry, eds., Moderate Inflation - The Experience of Transition Economies. Washington D.C.: International Monetary Fund & National Bank of Hungary, 1998.

Stewart, J., Econometrics. New York: Philip Allan, 1991.

Surányi György and Vincze János. "Inflation in Hungary, 1990-97," in Carlo Cottarelli and György Szapáry, eds., Moderate Inflation - The Experience of Transition Economies. Washington D.C.: International Monetary Fund & National Bank of Hungary, 1998. 

Yaser, Abu-Mustafa. "Financial model calibration using consistency hints." IEEE Trans. Neural Networks, vol. 12, no. 4, pp. 791-808, July 2001. 

Yaser, A-M. S., Atiya, A.F., Magdon-Ismail, M., and White, H., "Introduction to the special issue on neural networks in financial engineering." IEEE Trans. Neural Networks, vol. 12, no. 4, pp. 653-656, July 2001. 

Appendix: Computer Simulation Results

Graph 1. Modelling and forecasting of inflation with ARIMA - first model
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Graph 2. Modelling and forecasting of inflation with ARIMA - second model


Graph 3. Modelling and forecasting of inflation with ARIMA - third model


Table 1. Sources of inflation in Macedonia, 1992-2000

Dependent variable: RPIa

Regressor
(1)
(2)

CONST


0.9722

(1.377)[0.485]b
0.0339

(0.157)[0.830]

RPI(-1)


0.3100

(0.0676)[0.000]
0.0196

(0.102)[0.848]

M2

-0.1440

(0.090)[0.120]
0.0231

(0.032)[0.471]

W


0.3284

(0.113)[0.006]
0.0578

(0.077)[0.459]

NEER


0.3541

(0.063)[0.000]


USD



-0.0108

(0.041)[0.795]

SKEW


0.0293

(0.358)[0.935]
0.2142

(0.031)[0.000]

CPID



0.9684

(0.650)[0.142]

Sample
1992-95
1996-2000

Observations
44
60


[image: image1.wmf]2

R


0.7785
0.4412

S.E.
5.857
0.9411

F-test
31.221[0.000]
8.763[0.000]

LM-testc
15.355[0.223]
6.125[0.910]

RESETd
5.202[0.023]
0.457[0.499]

Jarque-Berae
27.059[0.000]
265.727[0.000]

Heteroskedicityf
0.351[0.554]
0.128[0.721]

Notes:

a) All variables except SKEW are given as growth rates.

b) The parentheses show the standard errors and the marginal level of significance (p-value). 

c) LM-test for serial correlation in residuals.

d) Ramsey's functional form test.

e) Test for normal distribution of residuals.

f) Simple
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 hetero-skedasticity test.

Table 2. Unit root test for inflation, 1995-99

Type of the test
DF
ADF(6 lags)
ADF(12 lags)

Value of the test statistic
-6.1270
-3.5773
-3.5856

Critical values

     at 1% sign.

     at 5% sign.

     at 10% sign.
-3.5417

-2.9101

-2.5923
-3.5547

-2.9157

-2.5953
-3.5417

-2.9101

-2.5923

Table 3. Acf and Pacf of inflation, 1995-99

ACF
PACF
Lag
AC 
 PACF
 Q-Stat
 P-value

      . |**     |
      . |**     |
1
0.200
0.200
2.5235
0.112

      . |*.     |
      . | .     |
2
0.096
0.058
3.1091
0.211

      . | .     |
      .*| .     |
3
-0.049
-0.082
3.2633
0.353

      .*| .     |
      .*| .     |
4
-0.188
-0.179
5.6235
0.229

      **| .     |
      .*| .     |
5
-0.227
-0.162
9.1173
0.104

    ****| .     |
     ***| .     |
6
-0.471
-0.421
24.406
0.000

      .*| .     |
      . | .     |
7
-0.082
0.053
24.876
0.001

      .*| .     |
      .*| .     |
8
-0.063
-0.068
25.157
0.001

      . |*.     |
      . | .     |
9
0.068
-0.011
25.493
0.002

      . |*.     |
      .*| .     |
10
0.100
-0.084
26.243
0.003

      . |*.     |
      . | .     |
11
0.184
0.042
28.811
0.002

      . |****   |
      . |**     |
12
0.469
0.323
45.838
0.000

      . |*.     |
      . | .     |
13
0.104
0.019
46.686
0.000

      . | .     |
      .*| .     |
14
-0.012
-0.094
46.697
0.000

      .*| .     |
      . | .     |
15
-0.065
0.039
47.049
0.000

      **| .     |
      .*| .     |
16
-0.204
-0.092
50.560
0.000

      **| .     |
      . | .     |
17
-0.211
-0.006
54.425
0.000

     ***| .     |
      .*| .     |
18
-0.373
-0.121
66.771
0.000

      . | .     |
      . | .     |
19
-0.056
-0.019
67.057
0.000

      .*| .     |
      .*| .     |
20
-0.073
-0.171
67.548
0.000

      . |*.     |
      . | .     |
21
0.103
0.037
68.562
0.000

      . |*.     |
      .*| .     |
22
0.106
-0.106
69.658
0.000

      . |*.     |
      .*| .     |
23
0.129
-0.058
71.340
0.000

      . |***    |
      . | .     |
24
0.337
0.041
83.080
0.000

Table 4 ARMA model of inflation, 1995-99

Dependent variable: CPI, monthly growth rates

Regressor
(1)
(2)
(3)

CONST


0.2374

(0.122)[0.058]a



AR(6)


-0.9797

(0.039)[0.000]
-0.2624

(0.124)[0.038]


MA(6)

0.9243

(0.033)[0.000]



MA(12)



0.8794

(0.0258)[0.000]
0.8773

(0.026)[0.000]
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0.5218
0.5052
0.4757

S.E.
1.039
1.057
1.088

AIC
2.963
2.981
3.023

SBC
3.068
3.051
3.058

LM-testb
0.389[0.961]
0.493[0.908]
0.876[0.576]

Q-testc
16.105[0.934]
16.423[0.925]
24.701[0.591]

Jarque-Berad
0.577[0.749]
0.222[0.895]
0.981[0.612]

Notes:

a) The parentheses show the standard errors and the marginal level of significance (p-value). 

b) LM-test for serial correlation in residuals.

c) Joint test for significance of autocorrelation coefficients.

d) Test for normal distribution of residuals. 
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� On 30 April 1992, Macedonia declared monetary independence and introduced its own currency - the Macedonian denar.


� And this is exactly what happened in this case where a number of other specifications of the regression model failed to perform well.


� For example, the standard macroeconomic theoretical model includes concepts such as: the Phillips curve, potential output, output gap etc. Basically, all of them cannot be used in the analysis of transition economies.


� The ARIMA methodology is described in any book, which covers the analysis of time series. For example, Chatfield (1989) and Gujarati (1995) offer brief overview of the methodology, while more can be found in Stewart (1991), Mills (1993) and Kovacic (1998). Of course, Box, Jenkins and Reinsel (1994) provide a comprehensive coverage.


� For instance, it is well known that unit root tests generally have little power in small samples. Also, the Q-test follows the � EMBED Equation.3  ���distribution only in large samples i.e. with the number of observations exceeding 100.


� The visual inspection of the graph suggested the presence of serial correlation with lags of six and twelve months, which justified the ex-ante inclusion of appropriate number of lags in the unit root test equation. However, the estimation revealed that most of the lagged terms in the test equation were not statistically significant, so that we chose to employ the basic DF-test alongside with the ADF-test.


� For this approach, see Ball and Croushore (1995).


� Indeed, central banks implementing inflation-targeting usually rely on various methods and techniques for forecasting future inflation (theoretic simulations, large structural econometric models, VARs etc.) and on the basis of the information obtained from all these sources, they make their monetary policy decisions. 
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