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Abstract - The amount of data on the internet is increasing every day, and this is leading to information overload. Recommendation systems have been very efficient by significantly improving information retrieval in data mining. Machine learning techniques have been used to improve the performance of recommendation systems, which are typically trained to maximize user satisfaction and increase sales in business companies. This paper deals with the research of machine learning techniques, which are used in recommendation systems in different fields improving performance.
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I. Introduction

The rapid increase in the amount of information in digital technologies has created a challenge for users in accessing relevant documents. Recommender systems (RS) are information filtering systems that deal with the problem of information overload by filtering vital information fragment out of a large amount of dynamically generated information according to the user’s preferences, interest, or observed behavior about an item. Recommender systems are beneficial to both service providers and users [21]. Many Researchers and organizations use data mining to extract useful knowledge regarding their needs. Data mining covers many techniques such as classification, clustering, regression, association rules, summarization, time series analysis etc. Each technique has some algorithms like classification has decision trees, naïve Bayes, neural networks etc., while clustering has k-means etc. [8] [26] [27] [28].

Recommender Systems propose useful and interesting items to users in order to increase both seller’s profit and the buyer’s satisfaction. They contribute to the commercial success of many online ventures such as Amazon or NetFlix and are a very active research area. Examples of recommended items include movies, web pages, books, news items and more. Often an RS attempts to predict the rating a user will give to items 170 based on her past ratings and the ratings of other (similar) users [12]. Due to the explosion of e-commerce, recommender systems are rapidly becoming a core tool to accelerate cross-selling and strengthen customer loyalty. There are two prevalent approaches for building recommender systems – content-based recommending and collaborative filtering (CF). The CF algorithm is one of the most common recommender system algorithms. This study focuses on improving the performance of recommender systems by using data mining techniques [19]. To improve the quality of recommendations, machine learning techniques are used in recommendation systems. The most popular techniques are decision tree classifier, naïve Bayes, k-nearest neighbor, neural network and support vector machines.
This paper surveys the application of machine learning techniques in recommendation systems based on existing literature where recommendation systems have been proven to improve the process and quality of decision making depending on the technique used.
The rest of the paper is structured as follows. Section II describes the recommendation systems. The commonly used machine learning techniques are described in Section III. The subsequent section depicts the related work and compares the obtained results when different techniques are used. Concluding remarks are highlighted in the last section.

II. Recommendation Systems
The explosive growth in the amount of available digital technologies and information and the number of visitors to the Internet has created a potential challenge of information overload which hinders timely access to items of interest on the Internet. Recommender systems are beneficial to both service providers and users. They reduce transaction costs of finding and selecting items in an online shopping environment. Recommendation systems have also proved to improve the decision making process and quality [21].

The use of efficient and accurate recommendation techniques is very important for a system that will provide a good and useful recommendation to its individual users. This explains the importance of understanding the features and potentials of different recommendation techniques. Figure 1 shows the anatomy of different recommendation filtering techniques [21].

Methods that use the former are referred to as collaborative filtering methods, whereas methods that use the latter are referred to as content-based recommender methods.
Note that content-based systems also use the rating matrices in most cases, although the model is usually focused on the ratings of a single user rather than those of all users. In knowledge-based recommender systems, the recommendations are based on explicitly specified user requirements. Instead of using historical rating or buying data, external knowledge bases and constraints are used to create the recommendation. Some recommender systems combine these different aspects to create hybrid systems. Hybrid systems can combine the strengths of various types of recommender systems to create techniques that can perform more robustly in a wide variety of settings. In the following, we will discuss these basic models briefly, and also provide pointers to the relevant chapters in the book where they are discussed [2].
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Figure 1.  Recommendation techniques.
A. Content-based filtering 
In content-based recommender systems, the content plays a primary role in the recommendation process, in which the ratings of users and the attribute descriptions of items are leveraged in order to make predictions. The basic idea is that user interests can be modeled based on the properties (or attributes) of the items they have rated or accessed in the past [2]. Content-based systems examine the properties of the items recommended. As shown in Figure 2 [25] content-based recommenders rely on the fact that a user is interested in items similar to those he liked (purchased, searched, browsed, etc.) in the past. 
They entail the description of items that may be recommended, the creation of a profile describing the types of items the user likes, and a strategy that compares
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Figure 2.  Content-based system for a paper recommendation.
item and user profiles to determine what to recommend [17]. Content-based recommendation systems may be used in a variety of domains ranging from recommending web pages, news articles, restaurants, television programs, and items for sale. 
B. Collaborative filtering 

Collaborative filtering (CF) is a popular recommendation algorithm that bases its predictions and recommendations on the ratings or behavior of other users in the system [13]. Collaborative filtering is also referred to as social filtering as it filters information by using the recommendations of other people. Collaborative filtering recommender systems recommend items by identifying other users with similar tastes and use their opinions for a recommendation. Collaborative filtering explores techniques for matching people with similar interests and making recommendations on this basis [16]. The term “collaborative filtering” refers to the use of ratings from multiple users in a collaborative way to predict missing ratings. In practice, recommender systems can be more complex and data-rich, with a wide variety of auxiliary data types [2]. Collaborative filtering systems focus on the relationship between users and items as illustrated in Figure 3 [25]. The similarity of items is determined by the similarity of the ratings of those items by the users who have rated both items [1]. There are two types of methods that are commonly used in collaborative filtering, which are referred to as memory-based methods and model-based methods. 
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Figure 3.  Collaborative filtering system for a paper recommendation.
C. Hybrid filtering 
Hybrid filtering, in many cases where a wider variety of inputs is available, one has the flexibility of using different types of recommender systems for the same task. In such cases, many opportunities exist for hybridization, where the various aspects from different types of systems are combined to achieve the best of all worlds. Hybrid recommender systems are close to the field of ensemble analysis, in which the power of multiple types of machine learning algorithms is combined to create a more robust model. Ensemble-based recommender systems can combine not only the power of multiple data sources, but they are also able to improve the effectiveness of a particular class of recommender systems (e.g., collaborative systems) by combining multiple models of the same type as shown in Figure 4 [25]. This scenario is not very different from that of ensemble analysis in the field of data classification. 
The hybrid method of recommendation is also employed in many applications, such as the temporal purchase patterns derived from sequential pattern analysis (SPA) [4]. The hybrid method of recommendation is also employed in many applications, such as the temporal purchase patterns derived from sequential pattern analysis (SPA). On one hand, these applications derived implicit ratings that can be used in online transaction data for collaborative filtering. On the other hand, these applications used temporal purchase patterns to eliminate the harmful effect on recommendation services through SPA [17].
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Figure 4.  Content-based system for a paper recommendation.
III. Machine Learning Techniques
Many algorithms are today classified as “machine learning”. All algorithms for the analysis of data are designed to produce a useful summary of the data, from which decisions are made. However, algorithms called “machine learning” not only summarize our data; they are perceived as learning a model or classifier from the data and thus discover something about data that will be seen in the future. Machine learning enthusiasts often speak of clustering with the neologism “unsupervised learning”; the term unsupervised refers to the fact that the input data does not tell the clustering algorithm what the clusters should be [27] [28]. In supervised machine learning the available data includes information about the correct way to classify at least some of the data. The data classified already is called the training set [1]. 

Machine learning is a method of data analysis that automates analytical model building. It is a branch of artificial intelligence based on the idea that systems can learn from data, identify patterns and make decisions with minimal human intervention [13].

There are many different types of classification tasks in machine learning and specialized approaches to modeling but the most popular Machine Learning techniques are:

· Decision trees have been previously used as a model-based approach for recommender systems. The use of decision trees for building recommendation models offers several benefits, such as efficiency and interpretability and flexibility in handling a variety of input data types (ratings, demographic, contextual, etc.) [12]. The general idea of the algorithm Tree structure that has been widely used is to represent classification models. Most decision tree induction algorithms are based on a greedy top-down recursive partitioning strategy for tree growth. They use different variants of impurity measures, like; information gain, gain ratio, and distance-based measures to select an input attribute to be associated with an internal node [6]. Decision Trees are classifiers on a target attribute or class in the form of a tree structure. The observations or items to classify are composed of attributes and their target value. The nodes of the tree can be: a) decision nodes, in these nodes a single attribute-value is tested to determine to which branch of the sub-tree applies or b) leaf nodes that indicate the value of the target attribute [22].
· Another very popular linear classification algorithm is naïve Bayes. It has been applied to text categorization with reasonable performance, although the performance is significantly worse than that achieved by regularized linear classifiers such as support vector machines. It is also very suitable for online updating, which could be important in practice [7]. One can treat the items as features and users as instances in order to infer the missing entries with a classification model [2]. Naïve Bayesian classifiers assume that there are no dependencies amongst attributes. This assumption is called class conditional independence. It is made to simplify the computations involved and, hence is called "naive" [3]. 

· K-nearest neighbor algorithm is one of the simplest non-parametric lazy algorithms called "Closest Point Search" is a mechanism that is used to identify the unknown data point based on the nearest neighbor whose value is already known. It is easy to understand but has incredible work in fields and practice especially in classification. It does not use training data to do generalization, that and in the best case, it makes a decision based on the entire training data set [6]. The k-nearest neighbor algorithm (k-NN) is a method to classify an object based on the majority class amongst its k-nearest neighbors. k-NN algorithm usually uses the Euclidean or the Manhattan distance. However, any other distance such as the Chebyshev norm or the Mahalanobis distance can also be used [3].

· A neural network is a set of connected input and output units in which each connection has a weight associated with it. Neural network learning is also referred to as connectionist learning due to the connections between units. It involves a long training process that requires a number of parameters for the classification of categories. A backpropagation neural network is a multilayer, feed-forward neural network consisting of the input layer, a hidden layer and an output layer. The neurons present in the hidden layer and output layer have biases, which are connected from units whose activation function is always 1. The bias term also acts as weights [9]. Artificial neural networks (ANNs) are also usually applied to traffic prediction problems because of their advantages, such as their capability to work with multi-dimensional data, implementation flexibility, generalizability, and strong forecasting power [23].
· Support Vector Machines (SVMs) are one of the most theoretically well-motivated and practically most effective classification algorithms in modern machine learning [24]. Support Vector Machines (SVM) improves upon perceptrons by finding a separating hyperplane that not only separates the positive and negative points but does so in a way that maximizes the margin – the distance perpendicular to the hyperplane to the nearest points. The points that lie exactly at this minimum distance are the support vectors. Alternatively, the SVM can be designed to allow points that are too close to the hyperplane, or even on the wrong side of the hyperplane, but minimize the error due to such misplaced points
IV. Related Works

Due to the extensive use of computers, smartphones and high-speed Internet, people are now using the web for social contacts, business correspondence, e-marketing, e-commerce, e-surveys, etc. [2]. In recent years, recommendation systems have changed the way of communication between both websites and users. The recommendation system sorts through massive amounts of data to identify the interest of users and makes the information search easier [20].

The application of machine learning techniques in recommender systems has shown very good results and has significantly improved the performance of recommender systems. This is evidenced in related works that have been done so far. In the following, we can see the application of machine learning techniques in different areas of recommendation systems
In paper [3] the authors used naïve Bayes, decision Tree, and k-Nearest Neighbor algorithms to propose a new method to search alternative designs in an energy simulation. Their experiment shows that the decision tree has the fastest classification time followed by naïve Bayes and k-nearest neighbor. Based on the Precision, Recall, F-measure, Accuracy, and AUC value, the performance of naïve Bayes is the best.

In the paper [10] authors compared machine learning methods depending very much on the characteristics of a particular data set and the requirements of the respective business domain. This case study provides an assessment of the predictive performance of different classification methods for campaign management. The evaluation of data mining methods for marketing campaigns has special requirements. Whereas, typically the overall performance is an important selection criterion, for campaign management it is more important to select the technique which performs best on the first few quantiles. The C4.5 decision tree inducer in WEKA produced good results, in particular for the first few percentiles of the Gain Curve. K-nearest neighbor (k-NN) methods provided good results only after irrelevant attributes were removed from the data set. There are a number of useful extensions one can perform in addition to the steps described in this paper.

In [12] a new method for decision tree-based recommender systems is proposed. The proposed method includes two new major innovations. First, the Decision Tree produces lists of recommended items at its leaf nodes, instead of single items.  The second major contribution of the paper is the splitting method for constructing the decision tree. Splitting is based on a new criterion - the least probable intersection size. The proposed decision-tree-based recommendation system was evaluated on a large sample of the MovieLens dataset and is shown to outperform the quality of recommendations produced by the well-known information gain splitting criterion.

In this research work [13] a movie recommender system is built using the k-means clustering and k-nearest neighbor algorithms using The MovieLens dataset. The proposed work deals with the introduction of various concepts related to machine learning and recommendation system. In this work, various tools and techniques have been used to build recommender systems. It is seen that after implementing the system in the python programming language the root mean square error (RMSE) value of the proposed technique is better than the existing technique. It is also seen that the RMSE value of the proposed system is achieving the same value as the existing technique but with less no of clusters. 

 In paper [14] a comparison has been performed between different collaborative filtering algorithms to assess their performance. They evaluated k-nearest neighbor (k-NN), Slope One, co-clustering and non-negative matrix factorization (NMF) algorithms. k-NN algorithm is representative of the memory-based collaborative filtering approach (both user-based and item-based). The other three algorithms, on the other hand, are under the model-based collaborative filtering approach. They used the MovieLens dataset based on six evaluation metrics and resulted that the k-NN algorithm for item-based collaborative filtering outperformed all other algorithms examined in this paper.

In [5] authors propose a Bayesian methodology for recommender systems that incorporates user ratings, user features, and item features in a single unified framework. The key advantage of this approach is that it can use all the available information in a unified, coherent model.

In paper [15], a collaborative filtering based recommender system is improved by the ask-to-rate technique to solve the cold start problem. This paper determines the optimal number of neighbors in the item-based collaborative filtering k-NN algorithm after the login of the new user to the recommender system. After implementing the new user signup process framework, the results indicate that an optimal number of neighbors for the new user is 5 to 15 following the used standard dataset. If the number of neighbors is considered greater than 15, more neighbors with negative similarity will be involved in calculating the item rate prediction for the new user, reducing the accuracy of recommendations. If the number of neighbors is considered less than 5, no neighbors may be found for the user. In these conditions, it is proposed that the k value is not constant for everyone, and only positive neighbors for each user are considered, k or number of the new user's neighbors is determined by an experimental evaluation.

Paper [11] evaluates the performance of ten different recurrent neural networks (RNN) structures on the task of generating recommendations using written reviews. The RNN structures they studied include well know implementations such as multi-stacked bi-directional Gated Recurrent Unit (GRU) and Long Short-Term Memory (LSTM) as well as the novel implementation of attention-based RNN structure. The attention-based structures are not only among the best models in terms of prediction accuracy, they also assign an attention weight to each word in the review.

A unique switching hybrid recommendation approach is proposed in [18] by combining a naïve Bayes classification approach with collaborative filtering. Experimental results on two different data sets have shown that the proposed algorithm is scalable and provide better performance–in terms of accuracy and coverage–than other algorithms while at the same time eliminating some recorded problems with the recommender systems.

V. Conclusion
This survey focused on the existing literature and explored the application of machine learning techniques in recommender systems. Based on our research and in previous works as well as recent ones, it is well known that no algorithm can perform and give satisfactory results in all areas of use. Some algorithms may perform very well in a given field but in a specific field, another algorithm may perform better. 
The biggest challenge of recommender systems is the so-called Cold Start problem, and it continues to be one of the key areas of current and future research.
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