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Abstract – The paper analyzes different methods for the 
evaluation of the text skew. It incorporates the widely used 
vertical projection method as well as the moment based and log-
polar cross-correlation method. The comparison among methods 
is based on the printed text samples. The test consists of the 
document image samples in the standard resolution of 300 dpi. 
The analyzed algorithms show different skew accuracy. 
However, the method with the smallest accuracy deviation 
proved the advantage over the other methods. Furthermore, this 
contributes to its robustness in applications. 
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I. INTRODUCTION 

The identification of the object skew in the image is one of 
the most important tasks in digital image processing. 
Accordingly, the text skew estimation is a key step in the 
document image analysis, too. Its existence could cause the 
optical character recognition system (OCR) failing. It is due to 
the system sensitivity to any skew appearance in the text. 
Hence, the text skew estimation represents the crucial step in 
OCR [1]. 

 The printed text is characterized with the regularity in 
shape [1]. It means that the letters have the similar sizes and 
the distance between text lines are adequate. It enables that 
between line spacing is sufficient to split text lines. 
Furthermore, the orientation of the text lines is similar, which 
forms the uniform text skew. All above attributes represent 
relatively predicted characteristics. Hence, they simplify the 
procedure of the skew estimation for the printed text.  

It should be noted that the text skew occurrence is 
unavoidable. It is an implication of the digitization process. 
Existing methods for the estimation of the text skew can be 
classified as [1]: (i) Projection profiles method, (ii) K-nearest 
neighbor clustering method, (iii) Hough transforms method, 
(iv) Fourier transformation method, (v) Cross-correlation 
method, and (vi) Other methods. 

In this paper, we decided to analyze widespread technique 
for text skew estimation based on a projection profiles 
calculation along with moment based method and newly 
proposed log-polar cross-correlation method. Furthermore, 
their estimation of the detected text skew is analyzed and 
compared. 

Organization of this paper is as follows. Section 2 describes 
different methods for text skew detection. Section 3 defines 
the experiments. Section 4 presents and analyzes the results. 
Section 5 gives the conclusions.  

II. PROPOSED METHODS 

Below is presented each of tested algorithm for text skew 
detection. They are: (i) horizontal projection profiles, (ii) 
moment based algorithm, and (iii) log-polar cross-correlation 
algorithm. 

Projection profile method 

The horizontal projection profile method extracts features 
from the projection profiles of text lines. Horizontal profile 
gives the sum of the black pixels perpendicular to the x axis. It 
is represented by the vector Ph of size N defined by: 
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where B is the binary image featuring i = 1, ..., M rows and j = 
1, ..., N columns.  This vector is called a density histogram of 
horizontal black pixels.  

Consequently, the valleys of the horizontal projection 
correspond to background areas of the binary image. 
Furthermore, the amplitude and the frequency of the 
projection are maximized when the skew of the text is zero. 
Based on this characteristic, the image is rotated through a full 
range of angles. Finding peak in the horizontal projection 
gives the estimated angle of the text skew [2]. This 
circumstance is shown in Fig. 1. 

Moment based method 

Moment defines the measure of the pixel distribution in the 
image. It identifies global image information concerning its 
contour. Moments of the binary image B(i, j) are [3]: 
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where p and q = 0, 1, 2, 3, ..., n, and n represent the order of 
the moment. From eq. (2) central moments μpq for binary 
image B(i, j) can be calculated as: 
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Some of the important image features are obtained from the 
moments. One of them is the object orientation defined by the 
angle θ. It represents the angle between the object and the 
horizontal axis. It can be estimated by minimizing the 
function [4]:  

 [ ]2( ) ( )cos( ) ( )sin( )
i j

S i x j yθ θ θ= − − −∑∑ .  (4) 

The minimization gives the following values [3-4]: 

 11

20 02

21 arctan
2

µ
θ

µ µ
 

=  − 
.  (5) 

All these features characterize the separate object. Hence, 
this method has been utilized regularly for the printed text 

skew evaluation. In that case, the skew evaluation of the each 
text object is similar or equal to all others. 

Log-polar cross-correlation algorithm 

The log-polar cross-correlation algorithm is based on the 
log-polar transformation. It emulates the principle of primate 
eye retina [5]. Each point in Cartesian space maps into 
equivalent point in the log-polar space. Firstly, the Cartesian 
space coordinates x and y are converted into polar coordinates 
radius r and angle θ. Their mapping is as follows [5]: 

 2 2r x y= + ,  (6) 
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Furthermore, the log transformation is obtained as: 

 2 2ln lnr x yρ = = + .  (8) 

Hence, the (x, y) coordinates in Cartesian space are mapped 
into (ρ, θ) coordinates in log-polar space. 

The log-polar transformation is nonlinear and non-uniform. 
Nonlinearity has been introduced by polar mapping, while 
non-uniform sampling is the result of logarithmic scaling [6].  

Let consider the digital form of the transformation. For the 
binary image B, the center point of transformation is given as 
B(mc, nc). The radius is assigned as R. It ensures that the 
maximum number of pixels is included within the reference 
circle of the conversion. Accordingly, the center of the circle 
is given as [7]: 
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Furthermore, the image is converted into the polar 
coordinate system. This way, the binary image B has been 
transformed into the polar domain (r, θ) [6]: 
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where i = 1,…,M, j = 1, …, N. The log-polar transformation is 
given as (ρ, θ), where ρ is given from eq. (8).  

In the log-polar domain, the text image matrix B and referent 
object matrix E are marked as BC and EC. Cross-correlation 
shows a similarity measure between two images. It is [8]: 

 ( )( ) , ( , )coeffCC C circshiftθ θ= BC EC ,  (12) 

where ECS is circshift(EC, θ) and Ccoeff (BC, ECS) ia given 
as [8]: 
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Fig. 1 Horizontal projection profiles method: (a) with skewed text, 
(b) with unskewed text 
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If the images are more alike, then cross-correlation function 
CC(θ) will tend to approach 1.  

The identification of the rotation in the image space is a 
complex task. In the log-polar space, the rotation is mapped 
into translation. The translation in the direction of one axis is 
an easy task to solve. Suppose that a referent object is rotated 
in the space domain. If it is cross-correlated with the text 
image for the different angles, then it will be read out as the 
translation in the log-polar space. The first objective is the 
selection of the correct referent object as a template. The right 
choice can be the ellipse. It is a suitable object because it can 
overlap text efficiently. However, the ellipse has to be 
normalized according to the text image dimension. 
Furthermore, the ellipse is split into left and right half part 
from the center point of the transformation. This way, the 
parts of the ellipse are matched with the text image by the 
cross-correlation. Hence, they establish the left and right skew 
estimation. Unlike the other methods, the log polar 
transformation identifies two skews: left and the right one.  

III. EXPERIMENTS 

The primary goal of the experiment is the evaluation of the 
algorithm used for the text skew estimation. Hence, it 
evaluates the algorithm’s performance in the skew tracking 
domain. Experiments for the printed text consist mostly of the 
synthetic datasets. The most important one is the test of the 
single line printed text. This test consists of the single line 
printed text rotated for the angle θ from 0° to 60° in the steps 
of 5° around x-axis [9]. Typical text sample is shown in Fig. 
2. 

For the evaluation of the method robustness, all text 
samples are given in the standard resolution of 300 dpi. The 
results are evaluated by the absolute, i.e. error. Absolute 
deviation is given as: 

 A REF Aθ θ θ∆ = − ,  (14) 

where θREF is the reference skew of the input text sample, 
while θA is the skew of the text sample obtained with tested 
algorithm.  

IV. RESULTS AND DISCUSSION 

The test results for the different algorithms are given in 
Table I. 

TABLE I 
ABSOLUTE SKEW DEVIATION FOR DIFFERENT METHODS  

Angle range Text skew estimation methods 

 
Horizontal 
Projection 

method 

Moment 
based 

method 

Initial 
Skew rate 

method 
θREF (º) ΔθA,VPA ΔθA,MA ΔθA,LCCA 

0 2.5 0.0000 0 
5 0.1 0.0122 0 

10 0 0.0089 0 
15 0 0.0331 0 
20 1.8 0.0435 0 
25 0 0.0377 0 
30 0 0.0417 0 
35 0 0.0554 0 
40 0 0.0248 0 
45 0 0.0027 0 
50 0 0.0175 1 
55 0 0.0330 1 
60 0 0.0545 1 

 
The graph of the skew angle obtained by tested algorithms 

θA vs. reference angle θREF is shown in Fig. 3. 
 

Presented graph describes the response of the algorithm. If 
the algorithm has a correct response, then the graph will be 
linear. This means that the algorithm adequately identifies the 
text skew angle.  

The vertical projection algorithm has the largest deviation 
(Fig. 3 - See blue line for reference). Log-polar cross-
correlation algorithm has a linear response for the angles up to 

 

Fig. 2  Skew angle θA vs. referent angle θREF 
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Fig. 3  Skew angle θA vs. referent angle θREF 
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45°. However, higher values of the angle θREF contributes to 
the nonlinearity (Fig. 3 - See red line for reference). In 
contrary, the moment based algorithm has uniform and linear 
response with a very small deviation in the whole range of 
angles. Hence, this method identifies the text skew angle with 
the smallest deviation. Fig. 4 shows the comparison of the 
absolute deviation results. 

The horizontal projection algorithm has the worst result. Its 
deviation is up to 2.5°. From the above, the log-polar cross-
correlation algorithm has no deviation for the angles up to 
45°. For the larger angle, it is up to 1°. Moment based 
algorithm has the uniform absolute deviation of up to 0.055°. 
This result is characterized as a pretty correct one. Summarized 
results for the tested algorithms are given in Table 2. 

TABLE II 
SUMMARY OF THE OBTAINED RESULTS FOR DIFFERENT METHODS  

Angle range Text skew estimation methods 

0° ≤ θ ≤ 60° 
Horizontal 
Projection 

method 

Moment 
based 

method 

Initial 
Skew rate 

method 
Δβ < 2.5° < 0.05° < 1° 

 
Taking into account the results from Tables 1-2, the 

moment based algorithm has the best result. It has a uniform 
absolute deviation and RLHR. Log-polar cross-correlation 
method is a promising one. However, it needs some 
adaptation. It is especially true for the angles higher than 45°. 
The horizontal projection algorithm has the worst results. 
Hence, it needs a serious adaptation.  

However, tested algorithms have some additional obstacles 
in the application. Moment based algorithm has sensitivity to 
the noise. Hence, the additional cleaning of the image is the 
indispensable. Log-polar transformation is a very sensitive to 
the determination of the center point of transformation. If it is 
incorrect, then transformation will fail. Hence, it needs a 
special study on criteria for the center point determination. 
Vertical projection algorithm, in its initial form, has a problem 
with the correct text skew identification. In addition, its 
application is an easy one. Compared to the other methods, it 
is the slowest and error prone method. From above facts, the 

moment based algorithm is the best choice for the correct text 
skew estimation of the binary objects. 

V. CONCLUSIONS 

This paper gives the critical analysis, and comparison 
between different text skew estimation techniques, which 
include horizontal projection, moment based and log-polar 
cross-correlation method. All methods are tested with the 
document image samples in the standard resolution of 300 
dpi. Analyzed algorithms show a different skew accuracy. The 
horizontal projection algorithm shows an obvious error prone. 
The log-polar cross-correlation algorithm has a satisfactory 
correctness. However, it needs some adaptation as well as a 
clear criteria for determination of transformation center point. 
Though it has obstacles, the moment based method has a clear 
advantage over the other methods. The most important is that 
it estimates correctly the text skew. Furthermore, it is 
computationally non-intensive method. 
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Fig. 4  Skew angle θA vs. reference angle θREF 
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